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Gaia Data Release 3: ‘A release of superlatives…’
… yet it represents 
• only 30% of the likely end-of-

mission mean catalogue
• a few % of the likely end-of-

mission data release volume
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Gaia DR3 data volume

• Small, focused usage provisioned via “traditional” interactive/programmatic 
interfaces
• Backed by relational DBMS technology

• Bulk download of science-ready data products is provisioned via a Content 
Delivery Network
• 8.9 TB of gzipped eCSV (text) files; 25 TB uncompressed
• Single thread download/decompress the lot in roughly 10 days
• Largest single data sets examples:

• MCMC posterior PDF samples from astrophysical parameter inference system: 10.1 TB
• Blue/red photometer mean spectra: 8.0 TB (only 12% of catalogue sources at this release)
• Astrophysical parameters: 2.4 TB
• Main source catalogue: 2.1 TB

• DRs 4 & 5 detailed contents still under discussion but likely 10s (DR4) to 100s
(DR5) times bigger than DR3
• More spectra, epoch-resolved data, raw and/or intermediate data, …



Advanced, scale-out usage scenarios
Community requirements gathered:
• Higher order, robust statistical aggregates
• Analysis of per-CCD photometry for short timescale variability 
• Searches in Fourier-analysed time domain data
• Wholesale dataset trawls
• Pattern queries

• some requiring Machine Learning techniques
• General CPU-intensive analysis
• Efficient searching for pairs (or higher multiples) of associated objects, e.g.

• Lensed QSOs
• Wide binaries

• Searches in time-resolved astrometric data, e.g. detect plane gravitational 
wave(s) or primordial stochastic GW background
• Requires local plane coordinate residuals from epoch astrometry



The Gaia Data Mining Platform

• The (obvious) solution to large-scale analysis: code-to-data platforms
• Bring end-user code to lots of CPU co-located with the data
• Employ distributed computing to mitigate increases in data volume and scale 

of processing

• The UK Gaia DMP
• Deployed on the STFC IRIS Cloud
• Employs Apache Spark ecosystem

• Python notebook interface (Apache Zeppelin)
• Friendly APIs to access distributed processing
• Familiar libraries for vectorized operations
• Machine Learning and many other libraries



Gaia DMP current status

• Deployed on Arcus OpenStack Cloud at Cambridge
• ≈ 10 registered users

• Mixture of postgrads, young postdocs and RSEs



https://dmp.gaia.ac.uk/

http://dmp.gaia.ac.uk:8080/


A detailed example: searching 2x108 spectra

• DR3 has 200 million blue + red spectra in basis-set representation
• N basis coefficients
• N coefficient uncertainties
• N(N-1)/2 correlation coefficients
• N = 55

• 2.7TB in compact (Parquet) format
• Simple use case: given one example template, find similar spectra …



… for example, a Solar (G-) type star
• Statistical rigour: compute the Mahalanobis

distance between the template and all others
• In every case reconstruct the full 2d 

covariance matrix from the (flattened, 1d) 
correlation matrix and uncertainties vector

• matrix & vector multiplications implemented 
as a “Pandas” (vectorized) User Defined 
Function for execution on Spark cluster 
worker nodes

Example: closest match at a given brightness limit 
in just over one hour
• Modest level of parallelism in (virtual) Spark 

cluster
• I/O bound (CPU wait time typically 50%)



Issues for discussion: when is a cloud not a cloud?!
• Currently Gaia DMP project pinned to a fixed allocation of hardware

• Big thanks to IRIS RSAP and Cambridge HPC centre!
• Interactive analysis produces a highly variable workload …

• Normal day: up to a few active users
• Workshop scenario: tens of users all doing similar things
• At new data release: potentially hundreds of users wanting to take a look

• … but that load pattern is predictable
• We know when workshops and data releases will happen well in advance

• Solution: baseline allocation to serve daily use plus a mechanism for 
reserving large block of resources on specific dates, e.g.
• Workshop: allocate 10x normal from [date] to [date]
• New DR: allocate 100x normal from [date] to [date]

• Technical aspects (discuss)
• OpenStack Blazar is an option (there may well be others)
• Extra resources through another IRIS provider, or external (commercial?) cloud, or…?

• Gaia DMP deployment is being made portable
• RSAP (and other administrative) implications?



Commercial clouds for data science: 
workshop announcement

• In collaboration with colleagues at University of Barcelona / BSC  
“techno-week” on commercial Cloud computing is being organized
• 29 May – 2 June 2023
• Opportunity to compare/contrast experience with data science applications 

deployed in academic / commercial cloud infrastructure
• Further details: https://indico.icc.ub.edu/event/132/

https://indico.icc.ub.edu/event/132/

