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Openstack: self managed project private clusters

Various options:

Microk8s for a single node cluster
Very convenient; includes ingress, MinlO, storage, DNS, ...

Manual installation with kubeadm
Straightforward too but not convenient or scalable

StackHPC Azimuth
Uses Cluster API to create Kubernetes clusters on demand

Didn’t work until very recently without DNS: private Openstack API server domain could not
be resolved on instances; with Openstack Designate (DNSaaS) it works as of last week!

Very easy to use; provides monitoring and auto-scaling
Integration with EIDF/EPCC infrastructure required; users don’t have access to Horizon

Use Octavia or MetalLB as load balancer
Issues with CNI canal (known problem?), calico or weave net were fine
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EIDF Container Service Overview =
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Current Status
11 Physical 8 GPU Nodes - 36 Virtual Nodes

Allocatable CPU (millicores)

CPU Capacity (millicores)

Current CPU Requests (millicores)
Allocatable GPU

GPU Capacity

Current GPU Requests

GPU Type Capacity
NVIDIA-A100-SXM4-40GB
NVIDIA-A100-SXM4-40GB-MIG-1g.5gb
NVIDIA-A100-SXM4-40GB-MIG-3g.20gb
GPU Type Requests
NVIDIA-A100-SXM4-40GB
NVIDIA-A100-SXM4-40GB-MIG-1g.5gb
NVIDIA-A100-SXM4-40GB-MIG-3g.20gb
Allocatable Memory (MiB)

Memory Capacity (MiB)

Memory Requests (MiB)

1536000
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Cluster Management: Rancher

- Managed Kubernetes
and Clusters

- Multi-Cluster
Management Tool

e0e @ | " Rancher x | +

« > C O & https://10.22.11.239/dashboard/c/c-m-9: i metrics
= E eidf-general-prod

Cluster ~

© Projects/Namespaces Cluster Dashboard

@ Nodes 20

1 Cluster Members

Workload v

Apps v

Service Discovery v

Storage v

Monitoring v

More Resources v
@ Cluster Tools

Provider: RKE2 Kubernetes Version: v1.24.10 Created: 40 days ago

241

Capacity

Pods
Used 37572200
E——

Events Alerts

Reason

Pulled

Created

Started

Killing
Scheduled
SuccessfulCreate
ScalingReplicaSet
Started

Created

Pulled

Total Resources 20 Nodes
Cores
17.05% Reserved 2117/ 1260
[ ]
Used 476/ 1260
\
+ Scheduler ~/ Controller Manager

Resource

Pod system-upgrade-controller-7#fccB4b7-fhott

Container image " 9.1" already pr machine

Pod system-upgrade-controller-79fc9cB4b7-fhott
Created container system-upgrade-contraller
Pod system-upgrade-controller- 79fc9cBAb7-fhott
Started container system-upgrade-controller

Pod system-upgrade-controller-7#fccB4b7-Gwrvm

Pod system-upgrade-controller-79fc9cB4b7-fhott
igned cattl d

upgrade-controller-791cc8ab7-MBtt to gpud-vm07

ReplicaSet system-upgrade-controller-79fc9c84b7
Created pod: system-upgrade-controller-79c9cBab7 fhatt

Deployment system-upgrade-controller
Scaled up replica set system-upgrade-controller-79fc9cB4b7 ta 1

Pod system-upgrade-controller-7$fc3cB4b7-6wrvm
Started container system-upgrade-controller

Pod system-upgrade-controller-79fc3¢B4b7-swrvm
Created container system-upgrade-controller

Pod system-upgrade-controller- 79fc9cBAb7-bwrvm
Container imag pgrad 091"

181%

AllNamespaces

20

80%

& Add Cluster Badge

Deployments

Date ¢

Mon, Apr 242023 9:10:48 am
Mon, Apr 24 2023 9:10:48 am
Mon, Apr 24 2023 9:10:48 am
Mon, Apr 24 2023 9:10:47 am
Mon, Apr 242023 9:10:47 am
Mon, Apr 24 2023 9:10:47 am
Mon, Apr 24 2023 9:10:47 am
Mon, Apr 242023 8:53:51am
Mon, Apr 24 2023 8:53:51am

Mon, Apr 24 2023 8:53:51 am
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Setup

Ansible
Hypervisor Prep
Network and VM Deployment
VM Node Prep — NVIDIA and upgrades
Cluster Registration

Manual Steps
Host Inventories
Variable Files
Token Creation
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Projects

- Users

- Namespaces - including default tolerations
- Quotas

- Limits

- Access:
- Ceph
- GPU (MIG/Passthrough)
- Specific Node Restrictions - Taints
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Future

A100 80GB GPU Nodes

Internal Registry

Improved Queue and Scheduling Management

Policy Agent Additions
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