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UKAEA

• UKAEA: United Kingdon Atomic Energy Authority

• Responsible for the national fusion energy research programme

• Magnetic confinement fusion though tokamak experiments

• Development of support facilities to develop UK’s fusion industry and supply chain

MAST-U JET’s record-breaking shot 

69.26 Megajoules!
JET
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• MAST (Mega Ampere Spherical Tokamak)

• Spherical tokamak design commissioned by EURATOM/UKAEA

• Built at Culham Centre for Fusion Energy, Oxfordshire, UK

• Experiments ran from 1999 through to 2013

• Produced ~30,000 shots over its history

• Succeeded by MAST Upgrade (MAST-U) in 2020

MAST
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Culham Centre for Fusion Energy, UK

MAST-U Tokamak
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MAST Data
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2D+t Video: Centre Column Camera data

2D Profiles: Thomson 

Scattering Data

3D profiles: Equilibrium Reconstruction Data

1D Time Traces

2D Spectrogram: Mirnov Coil Spectrograms
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findable
interoperable

loading transferring
data analysis ML/AI 

publicly

FAIR MAST Project

Bednar J.A., Durant M. The Pandata Scalable Open-Source Analysis Stack.

Pandata Stack

https://doi.org/10.25080/gerudo-f2bc6f59-00b
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Motivation
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UKRI Open Research Data Taskforce:

EPSRC Research Data Policy:

Final Report of the UKRI Open Research Task Force

EPSRC Data Policy

Because our funders tell us too…

https://assets.publishing.service.gov.uk/media/5c51bf9a40f0b6254b1b1035/Realising-the-potential-ORDTF-July-2018.pdf
https://www.ukri.org/who-we-are/epsrc/our-policies-and-standards/policy-framework-on-research-data/principles/
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• Findable - Metadata and data should be easy to find for both humans and computers

• Accessible - It should be clear how to access the data once found.

• Interoperable - Data can be integrated with other data and interoperate with 

applications or workflows for analysis, storage, and processing.

• Reusable - Metadata and data should be well-described so that they can be 

replicated and/or combined in different settings.

FAIR Data
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GO FAIR: https://www.go-fair.org/fair-principles/

Wilkinson, M. D. et al. The FAIR Guiding Principles for scientific data management and stewardship. (2016).

Strand, P. et al. A FAIR based approach to data sharing in Europe. (2022).

https://www.go-fair.org/fair-principles/
https://doi.org/10.1038/sdata.2016.18
https://iopscience.iop.org/article/10.1088/1361-6587/ac8618
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FAIR MAST Project
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https:// mastapp.site/

Jackson, Samuel, et al. "FAIR-MAST: A fusion device data management system." SoftwareX 27 (2024): 101869.

Hosted by IRIS on 

STFC Cloud
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• Object storage

• Holding shot, source, and signal data in a self-describing, cloud optimised file format. 

• Accessible by S3 protocol.

• Metadata database

• Indexing data in the object storage 

• For searching and finding data in the object storage

• Accessible by web APIs

System Architecture

9
Jackson, Samuel, et al. "FAIR-MAST: A fusion device data management system." SoftwareX 27 (2024): 101869.
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File Format

We choose to use a hierarchical self-describing file format.

• Group data by shot

• Group signals by diagnostic

• Each group may contain metadata

• Coordinate axes are also defined

For our implementation we choose Zarr format

• Hierarchical format

• HDF-like interface

• Consolidated metadata

• Parallel read/write

• Cloud optimised

• Interoperable with different languages

• Lazy loading

10 Zarr File Format

Above: File format structure

Above: Performance comparison of 

Zarr/NetCDF/HDF with and without Kerchunk 

RBB camera data.

https://zarr.readthedocs.io/en/stable/
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Metadata APIs: REST
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REST API implemented with fastapi, 
sqlmodel, and sqlalchemy

REST API 

Documentation

REST API query result

Hosted on IRIS through STFC Cloud
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Metadata Querying

import intake
import pandas as pd

catalog = intake.open_catalog(f'https://mastapp.site/intake/catalog.yml')
df = pd.DataFrame(catalog.index.level1.shots().read())
summary = df.loc[df.campaign == 'M9']
summary

import requests
import pandas as pd

response = requests.get('https://mastapp.site/json/shots?filters=campaign$eq:M9')
items = response.json()['items’]
Summary = pd.DataFrame(items)

Querying for shot metadata using the JSON API

Querying for shot metadata using Intake library to directly get a pandas DataFrame

Hosted by IRIS on 

STFC Cloud
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Loading MAST data in 2 lines of code:

Data Access: Xarray, Dask, S3
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import xarray as xr

dataset = xr.open_zarr("https://s3.echo.stfc.ac.uk/mast/level1/shots/30420.zarr/amc")

import s3fs

import xarray as xr

import matplotlib.pyplot as plt

# s3 storage location

endpoint_url = 'https://s3.echo.stfc.ac.uk'

# URL of data we want to load

url = 's3://mast/level1/shots/30420.zarr/amc'

# fsspec handle to remote file system 

s3 = s3fs.S3FileSystem(anon=True, endpoint_url=endpoint_url)

# open the dataset

dataset = xr.open_zarr(s3.get_mapper(url))

# data only loaded at this point!

plt.plot(dataset['time'], dataset[‘plasma_current'])

A more explicit example with S3:

Hosted by IRIS on 

STFC Echo Storage!
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s5cmd –no-sign-request -—endpoint-url https://s3.echo.stfc.ac.uk \

cp "s3://mast/level1/shots/*.zarr/rbb/*" ./data

User Access: Bulk Download
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s5cmd -–no-sign-request -—endpoint-url https://s3.echo.stfc.ac.uk \

cp "s3://mast/level1/shots/30420.zarr/*" ./data/30420.zarr

Download one whole shot

Download a single source for all shots

s5cmd github

Bulk download of data can be done using your favorite S3 command line tool. 
For example, s5cmd is a fast parallel transfer tool.

https://github.com/peak/s5cmd
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Using Jupyter book to build documentation that is also executable

User Documentation

15 Jupyter Book Project

Hosted by IRIS on 

STFC Cloud

https://jupyterbook.org/en/stable/intro.html
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We developed a data infrastructure solution for the history of the MAST experiment

We provide a public REST API for the metadata

We provide a public the history of the MAST data in cloud object storage

All developed and hosted on IRIS resources!

Summary
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Demo site: 

https://mastapp.site/

https://mastapp.site/
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With Thanks
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Daniel Brennand

Shaun De Witt
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Rob Akers

Culham Centre for Fusion Energy

Rutherford Appleton Laboratory

A cross-organisation collaboration between STFC and UKAEA and was funded as part 
of the Fusion Computing Lab programme.

With special thanks to Jonathan Hollocombe, Stephen Dixon, Jimmy Measures, Lucy Kogan, Adam Parker, Deniza Chekrygina, 
Alejandra Gonzalez-Beltran, IRIS, the STFC Cloud and STFC Data Services Groups.

(C) Google (2024) Didcot Area, Accessed June 2024
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