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Composability at Durham - Background
• Some context

• Pilot / test systems from 2 
manufacturers

• Interfaces for admin / users

• Experience
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Cosma
• Cosma 5 – legacy system 

due for upgrade

• Cosma 7 – 449 Skylake 
nodes

• Cosma8 – 528 Epyc nodes

• Hardware lab
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Background 
Key points in evolution towards distributed computing resources:

• Storage – 1980s: NAS, 1990s: SAN, FibreChannel, Lustre

• Processing – 1990s, 2000s: Message Passing Interface etc.

• GPU – 2000s to present: SLI, NVLink, composability

• Memory – Now(ish): Compute Express Link (CXL)

Move from tightly coupled, monolithic systems toward increasingly flexible, 
composable architectures.

Each resource type can be optimized and allocated independently.
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Liqid Composable GPU
• 3 nodes – formerly 4

• Dell R6525 / R7525, AMD Epyc, 1TB / 4TB RAM

• 3 x Nvidia A100, 40GB 

• NVME 

• PCIe switch fabric
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Liqid - Experience
• Good points

• Not so good points
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CerIO Composable GPU
• 8 nodes 

• Dell R660, Intel Sapphire Rapids, 2TB RAM

• 8 x Nvidia A30, 24GB 

• Novel switchless fibre fabric
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CerIO Composable GPU
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CerIO Benchmarking
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CerIO - Experience
• Good points

• Not so good points
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Conclusion - Wishlist
• Early days for technology but shows promise
• Current systems have issues, as to be expeced

• Dynamic composition
• Integration with SLURM
• More profiling / benchmarking
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