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Welcome to the IRIS Collaboration Meeting
IRIS: A Decade of Discovery & Collaboration



Welcome to Cambridge

* Last IRIS F2F in Cambridge was pre-Covid — April 2019!

« That was the first of these F2F meetings, see pages at
https://indico.ph.gmul.ac.uk/indico/conferenceDisplay.py?confld=446

* Good to welcome you all to Cambridge again at the start of 2026

 Significant evolution of IRIS in the last 7z decade with IRIS now
established as vital core infrastructure underpinning much of STFC
(and UK Space Agency) science

* Agenda over the next two days focused around Astro usage,
Particle Physics usage, Facilities provision and IRIS operational
systems

» Discussion sessions allow insights into next steps for the
evolution of the IRIS digital research infrastructure
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IRIS Collaboration Meeting- IRIS: A Decade of Discovery & Collaboration

IRIS Meeting Logistics

Jan 13-14, 2026
University of Cambridge
Europe/London timezone

* Lunch/ breaks in Hoyle Foyer o-- Timetable
* Dinner tonight, Tuesday,
19.00 for 19.30 at the Granta X
Pub
* Taxi signhup at reception )
» Code of Conduct: any
incidents then contact
Andrew.sansum@stfc.ac.uk e
or Joanne.ogden@stfc.ac.uk S
+ Enjoy the meeting S —

https://indico.ph.qmul.ac.uk/event/2327/overvi
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IRIS @ Cambridge

« Cambridge as an IRIS resource user

* Ground based astronomy — WEAVE, 4MOST, MOONS
* Alireza Molaeinezhad (today @ 15.40)

* Space based astronomy
« ESA Gaia: Patrick Burgess (today @ 15.55)

« ESA PLATO: Dominic Ford (today @ 16.20)

« Cambridge as an IRIS Resource provider:
* Via Cambridge/ DIRAC: CSD3: see https://www.csd3.cam.ac.uk/
« See presentation by Wojchiech Turek (Weds @14.50)

« Cambridge as an innovator in Al

 Hardware: AIRR-DAWN
« Use of Al: e.g. driving science discovery: Miles Cranmer’s presentation
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Gaia Science

from launch to Dec 2025 15,500 peer reviewed papers from the
world-wide community, now the most scientifically productive*
ESA science mission

Gaia is ESA's most scientifically productive
space science mission

For the upcoming Dec 2026 nominal mission
data release: Gaia DR4, all photometric and
spectrophotometric processing carried out

using the IRIS digital research infrastructure

Gaia science spans most of Astrophysics from
studies of nearby solar system asteroids, to the structure of stars, to formation of the
Milky Way, revealing dark matter, to fundamental physics
Science highlights: https://www.cosmos.esa.int/web/gaia/highlights-of-gaia-dr3

IRIS essential for the generation of the full
10+ yr data release, Gaia DR5

*
Credit ESA/Gaia/DPAC (papers/yr)
N = 3 SCIENCE MISSIONS =~ » EXPLORE ESA ONLINE @esa
- B ;\‘,yt‘w
@ gaia Q_Y‘
i“"' "" ' x il 1’

Home ' Datav Mission v People & Institutes v News & stories ¥  Science Results ¥ Resources ¥ Questions v

GAIA DATA RELEASE & *

EXPECTED DECEMBER 2026 '

r///

’//AIV

GAIA DR4 CONTENTS GAIA DR4 PAPERS

2 ANATOMY OF THE MILKY WAY

esa

4 Globular clusters

Disc

Sun

Sun Stellar halo

European Space Agency
esa.int/gaia




IRIS@Cambridge: Astronomy

« Cambridge has been an early supporter of IRIS

« providing IRIS infrastructure and underpinning operational software
(e.g. OpenStack developments)

* Deploying operational systems to IRIS for both ground-based and
space-based astronomy at scale

» Early use of IRIS (2020) involved pilot study assessment
* Evolution is now that major processing is essentially entirely

carried out using IRIS provided underlying hardware

« Gaia core processing now deployed fully on IRIS (fully transition from
the earlier bespoke hardware system May 2024)

« PLATO exoplanet analysis system operational system designed to use
IRIS, importantly using IRIS across multiple sites since March 2025.
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IRIS Futures

* |RIS provides economies of scale, resilience in deployment
« Containerised deployment allows use of IRIS resources at many sites
« Access to idle cycles for peak processing

« Cambridge projects now fully committed to IRIS

« Core functions deployed to IRIS (not just nice to have add ons)

* Reduced call on UKRI for local hardware deployments (so IRIS
provides the h/w which can be procured and deployed cost effectively)

» Cost of exit now significant = IRIS is an essential underlying
digital research infrastructure supporting high value data projects

* Implies IRIS focus on providing a solid, reliable infrastructure with a
focus on 24/7 operations
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UK Research Apply for funding Manage your award Whatwedo News and events Who we are  Our councils Q Search
and Innovation -

UKRI Al Research
Resource(AIRR) Phase 1

 AIRR, a cluster of advanced computers
for Al research, has received a £300
million investment, to include a new

£300 million to launch first phase of new Al Cambridge-based supercomputer.
Research Resource - AIRR is being delivered by UKRI on
behalf of the UK Government
Department for Science Innovation
o Technology Secretary announces and Tech nOIOgy (DS IT) )

sl blbleS  + The Dawn supercomputer at the
powerful University of Cambridge, will serve as
an integral part of the AIRR alongside
the previously announced University of

Subscribe to UKRI emails Bristol Isambard-Al supercomputer.

Related content

Keep up to date with funding, news

and events, and a weekly newsletter. DAW N Ieads . R| Ch a rd M CM ah On

Subseribe and Paul Calleja

Current Status; January 2025 10

1 November 2023



- ) r \ l J r ] Apply for AIRR: see guidance at
- - https://www.gov.uk/government/publications

Hardware [ai-research-resource

« 256 Dell PowerEdge XE9640 Intel nodes with Direct Liquid
Cooling

« 2 x48 cores Intel Xeon 4th gen (Sapphire Rapids) CPUs

* 4 x Intel Data Center Max GPU 1550 (Ponte Vecchio) GPUs
(1024 GPU in total)

4 x HDR 200Gb/s per node

*  Number 41 on Top 500 in November 2023 (19.46
PFlops)[64bit] with 243 nodes (65™ in Nov 2024 list)

Key Design Principles DAWN in Cambridge Data Centre

* OpenStack used to deploy DAWN nodes into CSD3 Slurm which is a Tier 2 National HPC
service.

« Cloud-Native Multi-Tenancy: Supports various user environments (Jupyter, MLOps, SLURM).
- Energy Efficiency: Low environmental impact with advanced cooling technologies.
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The Cambridge Open Zettascale Laboratory

.I
CCAMBRIDGE OPEN Research Insights Events About Careers Get in touch Q

EXASCALE LAB

« Partnership with Intel, Dell,
T StackHPC

& * Working with global research
= teams.

 Bringing together existing
themes of activity.

« Exascale storage solutions
for data I/O, analytics and
visualisation

* Energy Efficient Computing

* OneAPI Centre of
Excellence, looking at
programming tools at

The power to
change our world

Collaborate with the University of Cambridge and partners Lo make
computing a reality

“L\vunn\u
CAMBRIDGE

Exascale.
| _  Philanthropic funding from Dell
i 0 intel % DiRAC B== EJ Technologies.

= UNIVERSITY OF

CAMBRIDGE



Enjoy the meeting over the next two days

Welcome to the IRIS Collaboration Meeting
IRIS: A Decade of Discovery & Collaboration
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