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S KATe C h O p S & PIPELINES # FAILED PIPELINES # RUNS # (in the last hour) JOBS # Average Pipeline Run Frequency Average Pipeline Duration
\ 4
SKATechSDH&P 3,812,425 268 93 41,936,675 1.45 21 minutes
| |

S e Mainly used for SKA Construction - Software
Development with ~4K CPU, ~20 TB RAM, 14 GPU

® CI/CD, Development, Integration, Core Services, (k8s, Elastic, Ceph,
Prometheus/Grafana), Central Logging, Prototyping for SKA Array Releases

e Supporting 40+ Teams, 700+ people since 2020
Collaborating All Over the World!
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SKAO SRCNet & IRIS Millions of global data transfers
made In test campaigns already

SRCNet 0.1 @ _ _ T Y
2025 » SRCNet Development is work in progress - 5o
Milestone passed! ramping up to completion in 2030 but with first ”9‘(96 6 . Y
? nodes now users 2027. We have 9 sites running as "0.1" 9
Test campaigns already . .
taking place SRCNet nodes with centrally managed services o
Data movement between .
sites centrally managed |=» Centrally managed data archive of 3 PBytes
Data ingestion at SDP Indian
location in Perth total now ;:n;tzc N o Q Iia:cjii:c

-> Ingestion of data from an SDP site (Pawsey) on

Map Key: 0.1 nodes (Spain, Switzerland,
testing architecture SKAO resources SKAQ, Sweden, UK, China, Japan, Canada,
Italy) SKAO ingestion site (Pawsey)

Internal version,

Since March 2025, SKAO has run a complete SRCNet node on STFC Cloud all services
integrated. Building expertise in how to deploy our SRCNet services and supporting other SRC
teams to do the same (K8s gitops focus, ideally suited to how STFC cloud enables access)

Since 2022 we have used IRIS (STFC Cloud) resources to run some global SRCNet
services (e.g. APIs, Rucio service, databases). In future anticipate using STFC Cloud to support
staging environment but to use more stable infrastructure and resourcing model for deployment
version of long-lived services

* >|<SRC = SKA Regional Centre, SRCNet = global network of federated, accredited SRCs, akin to WLCG




Detailled SKAO IRIS Timeline & Forecast

SKAO begins early use of SRCNet Token-based auth
IRIS for SRCNet-related integration with STFC SRC int tion tests f
prototyping Services (RAL IAM) integration tests for

SRCNet Integration node +
Global Services Integration

Science Data Challenge 2 )
Environment

(SDC2) planning starts First results from OSKAR

simulations and more Commissioning support
... workloads expand
scientists for

First SKAO RSAP for 3 (simulation, calibration,

TechOps migration to Object

. commissioning, KAR e
projects experimentation OSKAR) Storage for stability
2021 2023 2025 2027
2020 2022 2024 2026
SRCNet: SKAO runs SKAO Software Construction SRCNet larger-scale data Scaling Down Software
persistent Rucio instance on central Logging + Monitoring Sony movement Construction Efforts
STFC Cloud Setup
Batch Pipeline Data
SDC2 runs on STFC Cloud Extensive Notebook Services Processing investigation
for Science Commissioning work with heavy storage load
SKAO Software CI/CD setup (10TBs, 40Gb Network)
(k8s, cicd, demos) Moving to AWS-Cloud for
Cl/CD during STFC Planned TechOps expand to 500
Outage people Developer

Community

SRCNet Prototyping, local services, global services

Science Data Challenge support Simulation and Commissioning support

SRCNet Staging Environment

SKAO Construction Software development support - community of 500+ people
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Thanks

We recognise and acknowledge the
Indigenous peoples and cultures that have
traditionally lived on the lands on which
our facilities are located.
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