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Dark matter in the Galaxy



The composition of the Universe

One possible hypothesis: the solution is a particle, 
 a WIMP (weakly interacting massive particle)



SIGNALS from RELIC WIMPs 

New particles are searched at colliders 
but we cannot say anything about being 
 the solution to the DM in the Universe!

Direct searches (deeply underground experiments) :   
                                     elastic scattering of a WIMP off detector nuclei 
                          Measure of the recoil energy     
                                     Annual modulation and directionality of the measured rate 

Indirect searches: in Cosmic Rays (mostly space based experiments)  
                             signals due to annihilation of accumulated χχ in the  of Sun/Earth 
                                    (neutrinos) 

  signals due to χχ annihilation in the galactic halo  
         (antimatter, gamma-rays) 

     



Indirect DARK MATTER searches
Dark matter can annihilate in pairs with standard model final states.  

Low background expected for cosmic ANTIMATTER, and for 
NEUTRINOS and GAMMA RAYS coming from dense DM sites

p-

p

γ, ν



Antimatter or γ-rays sources from  
DARK MATTER

Annihilation

Decay

•            DM density in the halo of the MW 
• mDM  DM mass 
•           thermally averaged annihilation cross section in SM channel f 
•         DM decay time   
• e+, e- energy spectrum generated in a single annihilation or decay event

2.3 Pulsar Wind Nebulae

Also pulsars are expected to generate a flux of electrons and positrons through a mechanism
known as spin-down emission (for a description of which we address the reader to Refs. [39–
47]). In a few simple words, this mechanism is a consequence of electrons and positrons being
torn away from the surface of the neutron star by the strong electric field genarated by the
pulsar spinning. These charged particles gather in a sort of wind that surrounds the pulsar
and then are released in the ISM at the disruption of this nebula. Because of this injection
mechanism, which is fast and followed by a weak residual energy emission, PWNe can be
considered as burst-like sources of e±.

The spectrum of the e± injected by a PWN in the ISM has the same expression as the
one in Eq. 2.3 associated to SNRs. As outlined in [28], the normalization of this spectrum is
related to the e�ciency ⌘PWNe with which the PWN can convert its spin down energy into
the production of e± pairs:

Z 1

Emin

dE E Q(E) = ⌘PWNeW0, (2.4)

where the quantity W0 represents the total spin-down energy which, in terms of the present
age of the pulsar t⇤ and the typical pulsar decay time ⌧0 can be expressed as:
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The most complete list of PWNe is represented by the ATNF catalogue [48]. As it will
be widely discussed in the following, we will use it as a reference for all the PWN parameters.

2.4 Dark Matter

Positrons and electrons can also be the result of the pair annihilation or decay of DM particles.
The source terms associated to these contributions are:
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where ~x denotes Galactic position, ✏ being a factor that takes the value 1/2 or 1/4 for, re-
spectively, a self-conjugate or non self-conjugate DM particle, while f denotes the Standard
Model particles that can be produced in the annihilation or decay process and the functions
dNf

e±/dE represent the e± energy spectrum generated in a single annihilation or decay pro-
cess. The galactic DM halo, filled with particles with mass mDM , follows a spatial density
⇢(~x). We perform a model independent analysis which consists in assuming that the DM
annihilation/decay occurs in a single channel. In particular, we will focus our attention on

the five channels e+e�, µ+µ�, ⌧+⌧�, bb̄, W+W�. We model the energy spectra dNf
e±/dE

from Ref. [49]: we remind that these spectra have been computed by taking into account
electroweak correction which, as stressed in [50] can play a non-negligible role in shaping the
e± emission when the DM mass is above the electroweak scale.
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Primary and secondary CRs in the Galaxy

Primaries: produced in the sources (SNR and Pulsars) 
H, He, CNO, Fe; e-, e+; possibly e+, p-, d- from Dark Matter annihilation 

Secondaries: produced by spallation of primary CRs (p, He,C, O, Fe) on the 
interstellar medium (ISM): Li, Be, B, sub-Fe, […], (radioactive) isotopes ; e+, p-, d- 

At first order, we understand fluxes at Earth as shaped by  
few, simple, isotropic effects: 

• acceleration in shocked stellar environments (SNR, PWN) 
•  particle interactions  between CRs and ISM 
•  diffusion of the galactic magnetic fields 
•  particle energy losses 



Charged cosmic rays intensity

PDG, Fig. created by  
P. Boyler and D. Muller 

Rare CRs and γ-rays

L Baldini, 1407.7631
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Primaries    = present in sources: 
                 Nuclei: H, He, CNO, Fe; e-, (e+)  in  SNR (& pulsars) 
                 e+, p+, d+ from Dark Matter annihilation 
Secondaries = NOT present in sources, thus produced by  

            spallation of primary CRs (p, He, C, O, Fe) on ISM 
            Nuclei:  LiBeB, sub-Fe, … ;  

                 e+, p+, d+; … from inelastic scatterings 



The SOURCES  
of CRs cannot be tested by CRs 

        SPECIES                   SOURCES                                TEST 

Primary nuclei, e-         Supernova remnants               EM: radio, X-rays, gamma-rays 
                                                                                          + simulations 

Primary e- & e+            Pulsar Wind Nebulae               EM (more difficult) 
                                                                                          + simulations 

Secondary nuclei            CRs on the ISM                           Colliders  
        & leptons 

    Antimatter,                  Dark Matter                              Colliders (hopefully) 
     Gamma rays



Boron-to-Carbon: a “standard candle”  
for fixing GALACTIC PROPAGATION 

• Li, Be, B are produced by fragmentation of heavier nuclei (mostly C, N, O) on H 
and He: production cross sections  

• B/C is very sensitive to propagation effects, kind of standard candle 

B/C (AMS, PRL 117, 2016)  does not show features at high energies 
At first order, we understand B/C within Fermi acceleration  

and isotropic diffusion. This may be no longer sufficient when dealing  
with data at higher energies, gamma-ray data, other species

Kappl & Winkler JCAP 2015Feng, Tomassetti, Oliva PRD 2016



The case for  

antiprotons 



 Cosmic antiprotons 
Antiprotons are produced in the Galaxy by fragmentation 

of proton and He (and marginally heavier nuclei)  
on the interstellar medium (ISM) 

These secondary antiprotons would be the background to  
an exotic component due to  

dark matter annihilation 
 in the galactic halo (primary antiprotons).  

N. B. Thousands of cosmic antiprotons have already been  
detected by balloon-borne (Bess, Caprice,…)  

 or satellite experiments (Pamela), and AMS-01,  
and 290000 (out of 54 billion events)  from AMS-02 on the ISS 
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Figure 10. Our reference model compared to AMS-02 preliminary p̄/p data. Blue solid line: the
p̄/p spectrum computed with the fiducial cross sections from [14], with the optimal hardening in the
proton and helium injection spectra. Dotted and dashed lines: the p̄/p spectrum computed with the
minimal and maximal hardening in the proton spectrum as in Fig. 8. The blue band reports the
uncertainty associated to the production cross sections.

energy measurements is in perfect agreement with the best-fit value obtained in our earlier
statistical analysis [6], based on the available high-energy measurements preceding PAMELA
and AMS-02 releases.

We also tune the proton and helium injection slopes to accomodate the AMS-02 data.
For the protons, we also consider the minimal and maximal injection slopes at high energy
compatible with the data. The reader can see the comparison with the new datasets in
figure 8.

Armed with a model fully consistent with all the preliminary nuclear observables, we
can finally compare our prediction for the p̄/p ratio with the data.

In figure 10 we show this comparison. The computation of the secondary flux is per-
formed using the fiducial value of the cross sections provided by [14], and the associated
uncertainty is shown as a blue band.

We conclude that, even without considering all the relevant uncertainties associated
with propagation or injection slopes, our predictions for the p̄/p are in good agreement with
the preliminary data in the entire energy range. Our findings are then in agreement with the
conclusions of [63], although our analysis relies on the B/C data from the same experiment
for the assessment of the propagation model.

6 Conclusions

We presented a revisited study of the dominant uncertainties in the determination of the CR
secondary antiproton spectrum.
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Figure 2: The combined total uncertainty on the predicted secondary p̄/p ratio, superim-
posed to the new Ams-02 data.

that an additional source of uncertainty that we do not include consists in the uncertainties
a↵ecting the energy loss processes. These are however expected to be relevant only at small
energies and in any case to have a small impact.

Finally, antiprotons have to penetrate into the heliosphere, where they are subject to the
phenomenon of solar modulation (abbreviated with ‘SMod’ when needed in the following). We
describe this process in the usual force field approximation [44], parameterized by the Fisk
potential �F , expressed in GV. As already mentioned in the Introduction, the value taken
by �F is uncertain, as it depends on several complex parameters of the solar activity and
therefore ultimately on the epoch of observation. In order to be conservative, we let �F vary
in a wide interval roughly centered around the value of the fixed Fisk potential for protons �p

F

(analogously to what done in [22], approach ‘B’). Namely, �F = [0.3, 1.0] GV ' �p
F ± 50%. In

fig. 1, bottom right panel, we show the computation of the ratio with the uncertainties related
to the value of the Fisk potential in the considered intervals. Notice finally that the force field
approximation, even if ‘improved’ by our allowing for di↵erent Fisk potentials for protons and
antiprotons, remains indeed an e↵ective description of a complicated phenomenon. Possible
departures from it could introduce further uncertainties on the predicted p̄/p, which we are not
including. However it has been shown in the past that the approximation grasps quite well the
main features of the process, so that we are confident that our procedure is conservative enough.

Fig. 2 constitutes our summary and best determination of the astrophysical p̄/p ratio and
its combined uncertainties, compared to the new (preliminary) Ams-02 data. The crucial
observation is that the astrophysical flux, with its cumulated uncertainties, can reasonably well
explain the new datapoints. Thus, our first —and arguably most important— conclusion is
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such high Va would have considerable impact on the antiproton spectrum, the effect on the
boron flux would be more dramatic. Due to the lower threshold energy for boron compared to
antiproton production, there is more low energy boron available which can be reshuffled to high
energies through reacceleration (see figure 7). Large Va leads to a bump in B/C – not seen in the
AMS-02 data. In order to investigate the compatibility further, we perform a simultaneous fit
to the B/C and antiproton spectra of AMS-02. Again we include p̄AMS-02/p̄PAMELA to constrain
solar modulation.
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Figure 10: Best fit spectra of the combined B/C + p̄ fit.

The favored parameters of the joined fit are shown in the last column of table 6, the corre-
sponding fluxes and uncertainties are depicted in figure 10. Remarkably, B/C and antiprotons
can be fit simultaneously with �2/d.o.f. < 1. This implies that both spectra are, indeed, con-
sistent with pure secondary production. The fit is considerably better than one may conclude
by eye due to correlations in the uncertainties in ⌃source

ij . Nevertheless, we observe a clear
rise in �2

p̄ compared to the fit without B/C. In the high energy regime, there appears a slight
offset between predicted antiproton flux and data which is, however, within the margin of cross
section uncertainties. The increase in �p̄ is indeed mainly driven by the low energy spectrum.
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Propagation models fitted on AMS-02 B/C data. 

Secondary antiprotons from  
(p, He)CR + (H, He)ISM 

can explain data naturally, mainly because  
of the small diffusion coefficient slope indicated by B/C. 

Greatest uncertainty set  
by nuclear cross sections. 

Antiproton flux at high energy: do secondaries fit all?



Possible contribution from dark matter

�14
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FIG. 1: Comparison of the best fit of the p̄/p ratio to the AMS-02 data [14], with a DM component (left panel) and
without DM (right panel). The lower panels show the corresponding residuals. The fit is performed between the

dotted lines, i.e., for rigidities 5GV  R  10TV. The grey bands around the best fit indicate the 1 and 2�
uncertainty, respectively. The dashed black line (labeled “�� = 0 MV”) shows the best fit without correction for

solar modulation. The solid red line shows the best fit DM contribution. We also show, for comparison, the
contribution from astrophysical tertiary antiprotons denoted by the dot-dashed line.

not reduce the evidence for a DM matter component in
the antiproton flux, and modifies only slightly the pre-
ferred ranges of DM mass and annihilation cross-section,

FIG. 2: Best fit regions (1, 2 and 3�) for a DM
component of the antiproton flux, using the antiproton
cross-section models of [40] (Tan & Ng), [41] (di Mauro
et al.), and [42] (Kachelriess et al.). For comparison, we
also show the best fit region of the DM interpretation of

the Galactic center gamma-ray excess [38], and the
thermal value of the annihilation cross-section,

h�vi ⇡ 3⇥ 10
�26 cm3s�1.

see FIG. 2. This represents an important test, since the
cross-sections used are quite different in nature. While
those of [40, 41] are based on a phenomenological param-
eterization of the available cross-section data, the cross
section of [42] is based on a physical model implemented
through Monte Carlo generators. While this check does
not exhaust the range of possible systematics related to
the antiproton cross-section, a more robust assessment
of this issue requires more accurate and comprehensive
experimental antiproton cross-section measurements.

From TABLE I we note that including a DM compo-
nent induces a shift in some of the propagation param-
eters. In particular the slope of the diffusion coefficient,
�, changes by about 30% from a value of � ⇡ 0.36 with-
out DM to � ⇡ 0.25 when DM is included. This stresses
the importance of fitting at the same time DM and CR
background. The changes induced by a DM component
in the other CR propagation parameters are less than
about 10%. More details are reported in the supplemen-
tary material.

As a further estimate of systematic uncertainties, we
have extended the fit range down to a rigidity of R =

1GV. In this case, the fit excludes a significant DM com-
ponent in the antiproton flux. This can be understood
from the residuals for this case, which are very similar to
the ones shown in the right panel of FIG. 1. Clearly, the
excess feature at R ⇡ 18GV, responsible for the DM pref-
erence in the default case, still remains. The reason why

5

describe well solar modulation at rigidities R <
⇠ 5GV,

and more work is needed to interpret the low rigidity
data in a reliable way.

We have emphasized the importance of the antiproton
production cross-section for a reliable estimate of the an-
tiproton flux. Adopting the more recent cross-section
model from [41], rather than the Galprop default [40],
has little impact on the fit near mDM ⇡ 80GeV, but the
different energy dependence of the cross-section models
leads to a change in the DM limits for light and heavy
DM.

In FIG. 4 we summarize the result of our fit and show
both the evidence for a DM component in the CR an-
tiproton flux, as well as limits on the DM annihilation
cross-section. The systematic uncertainty on the exclu-
sion limit is shown as an uncertainty band obtained from
the envelope of the various fits presented in FIG. 3. In
our baseline scenario (solid line), we can exclude ther-
mal DM with h�vi ⇡ 3 ⇥ 10

�26 cm3s�1 annihilating
into bb̄ for DM masses below about 50GeV and in the
range between approximately 150 and 1500GeV. Even
considering our most conservative propagation scenario,
we achieve strong limits and can exclude thermal DM
below about 50 GeV and in the range between approxi-
mately 150 and 500 GeV. The results for other hadronic
annihilation channels, and for annihilation into ZZ and
W+W� final states are very similar; in the supplemen-
tary material we provide limits for DM annihilation in
into W+W� as a further explicit example.

In comparison with the results derived in [49] from
gamma-ray observations of nearby dwarf galaxies, we im-
prove the annihilation cross-section limits by a factor of
⇠ 4 for all DM masses except those around 80 GeV. We
also see from FIG. 4 that, similarly to the DM interpre-
tation of the Galactic center gamma-ray excess, the pre-
ferred region of a DM signal in the antiproton flux is in
tension with the dwarf galaxy constraints. However, this
tension can be relieved with a more conservative estimate
of the DM content of the dwarf galaxies [50]. Also, a
recent analysis using new discovered dwarfs galaxies [51]
actually provides weaker limits, also shown in FIG. 4, fur-
ther relieving the tension.

SUMMARY AND CONCLUSION

In conclusion, the very accurate recent measurement
of the CR antiproton flux by the AMS-02 experiment
allows to achieve unprecedented sensitivity to possible
DM signals, a factor ⇠ 4 stronger than the limits from
gamma-ray observations of dwarf galaxies.

Further, we find an intriguing indication for a DM
signal in the antiproton flux, compatible with the DM
interpretation of the Galactic center gamma-ray excess.
A deeper examination of such a potential signal would
require a more accurate determination of the antipro-

FIG. 4: Best fit regions (1, 2 and 3�) for a DM
component of the antiproton flux, and limits on the DM
annihilation cross-section into bb̄ final states. The grey
shaded uncertainty band is obtained from the envelope
of the various fits presented in FIG. 3. For comparison

we show limits on the annihilation cross-section
obtained from gamma-ray observations of dwarf
galaxies [49, 51], and the thermal value of the

annihilation cross-section, h�vi ⇡ 3⇥ 10
�26 cm3s�1.

ton production cross-section, to constrain the flux of sec-
ondary antiprotons, as well as an accurate modeling of
solar modulation at low rigidities of less than about 5GV.

Note added: After our submission we became aware of
a similar work by [52]. They perform an analysis using
methodologies analogous to the ones of this letter and
find results consistent with ours.
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Figure 13: Constraints on dark matter annihilation into bb̄ and WW derived from the antiproton and
B/C data of AMS-02. Expected limits are also shown.
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Antiproton data are so precise that permit  
to set strong upper bounds on  

the dark matter annihilation cross section,  
or to improve the fit w.r.t. to the secondaries  

alone adding a tine DM contribution  



Production cross sections in the  
galactic cosmic ray modeling 

  
H, He, C, O, Fe,…  are present in the supernova remnant surroundings,  

and directly accelerated into the interstellar medium (ISM) 

All the other nuclei (Li, Be, B, p-, and e+, gamma, …) are produced by 
spallation of heavier nuclei with the atoms (H, He) of the ISM 

We need all the cross sections σkj - from Nichel down to proton -   
for the production of the j-particle from the heavier k-nucleus scattering 

off the H and He of the ISM 

Remarkable for DARK MATTER signals : 
antiproton, antideuteron, positron and gamma rays. 



The role of high energy particle physics  
in CR physics

Γkj = nISM σkj v  
 Production cross section

        Γkj = nISM σtot v  
 Destruction cross section



Requirement on the phase space  
for the ppàpX cross section

Which level of accuracy on cross sections do we need in order to 
match (not exceed) the accuracy in CR data? 

Bias towards AMS-02 data

FD, Korsmeier, Di Mauro PRD 2017

of		17

AMS-02 p̅ flux precision

Michael		Korsmeier 10

LIS	flux,	assume	force-field	approximation	with	potential	ɸ =	600	MV

What	are	the	required	cross	section	
measurements	to	match	this	accuracy?	

M.	Aguilar	et	al.,	2016.	DOI:	10.1103/PhysRevLett.117.091103	
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Parameter space to be covered

Fixed target Lab frame

AMS02 accuracy is reached if ppàpbar cross section is measured with  
3%  accuracy inside the regions, 30% outside. 

�18



�19

 

Measurement of Antiproton Production in p-He Collisions at
ffiffiffiffiffiffiffiffi
sNN

p
= 110 GeV

R. Aaij et al.*

(LHCb Collaboration)

(Received 21 August 2018; revised manuscript received 9 October 2018; published 29 November 2018)

The cross section for prompt antiproton production in collisions of protons with an energy of 6.5 TeV
incident on helium nuclei at rest is measured with the LHCb experiment from a data set corresponding to an
integrated luminosity of 0.5 nb−1. The target is provided by injecting helium gas into the LHC beam line at
the LHCb interaction point. The reported results, covering antiproton momenta between 12 and
110 GeV=c, represent the first direct determination of the antiproton production cross section in p-He
collisions, and impact the interpretation of recent results on antiproton cosmic rays from space-borne
experiments.
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The antiproton fraction in cosmic rays has been long
recognized as a sensitive indirect probe for exotic astro-
physical sources of antimatter, such as dark matter
annihilation [1–5]. A substantial improvement in exper-
imental accuracy for the measurement of the antiproton, p̄,
over proton, p, flux ratio has recently been achieved by
the space-borne PAMELA [6] and AMS-02 [7] experi-
ments. Antiproton production in spallation of cosmic rays
in the interstellar medium, which is mainly composed of
hydrogen and helium, is expected to produce a p̄=p flux
ratio of Oð10−4Þ. The observed excess of p̄ yields over
current predictions for the known production sources
[8–11] can still be accommodated within the current
uncertainties. In the 10–100 GeV p̄ energy range, these
uncertainties are dominated by the limited knowledge of
the p̄ production cross section in the relevant processes.
To date, no direct measurements of p̄ production in p-He
collisions have been made, and no data are available
at a nucleon-nucleon center-of-mass (c.m.) energy offfiffiffiffiffiffiffiffi
sNN

p ∼ 100 GeV, relevant for the production of cosmic
antiprotons above 10 GeV [12].
This Letter reports the first measurement of prompt p̄

production in p-He collisions carried out with the LHCb
experiment at CERN using a proton beam with an energy
of 6.5 TeV impinging on a helium gas target. The forward
geometry and particle identification (PID) capabilities of
the LHCb detector are exploited to reconstruct antiprotons
with momentum, p, ranging from 12 to 110 GeV=c and
transverse momentum, pT , between 0.4 and 4.0 GeV=c.

The integrated luminosity is determined from the yield of
elastically scattered atomic electrons.
The LHCb detector is a single-arm forward spectrom-

eter covering the pseudorapidity range 2 < η < 5,
described in detail in Refs. [13,14], conceived for
heavy-flavor physics in pp collisions at the CERN
LHC. The momentum of charged particles is measured
to better than 1.0% for p < 110 GeV=c. The silicon-strip
vertex locator (VELO), which surrounds the nominal
pp interaction region, allows the measurement of the
minimum distance of a track to a primary vertex (PV),
the impact parameter (IP), with a resolution of
ð15 þ 29=pTÞ μm, where pT is in GeV=c. Different types
of charged hadrons are distinguished using two ring-
imaging Cherenkov detectors (RICH) [15], whose accep-
tance and performance define the p̄ kinematic range
accessible to this study. The first RICH detector has an
inner acceptance limited to η < 4.4 and is used to identify
antiprotons with momenta between 12 and 60 GeV=c.
The second detector covers the range 3 < η < 5
and can actively identify antiprotons with momenta
between 30 and 110 GeV=c. The scintillating-pad (SPD)
detector and the electromagnetic calorimeter (ECAL)
included in the calorimeter system are also used in
this study.
The SMOG (system for measuring overlap with gas)

device [16,17] enables the injection of noble gases with
pressure of Oð10−7Þ mbar in the beam pipe section
crossing the VELO, allowing LHCb to operate as a
fixed-target experiment. This analysis is performed on
data specifically acquired for this measurement in May
2016. Helium gas was injected when the two beams
circulating in the LHC accelerator [18] consisted of a
small number, between 52 and 56, of proton bunches.
The proton-beam energy of 6.5 TeV corresponds toffiffiffiffiffiffiffiffi
sNN

p ¼ 110.5 GeV. In the proton-nucleon c.m. frame,
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to better than 1.0% for p < 110 GeV=c. The silicon-strip
vertex locator (VELO), which surrounds the nominal
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ð15 þ 29=pTÞ μm, where pT is in GeV=c. Different types
of charged hadrons are distinguished using two ring-
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tance and performance define the p̄ kinematic range
accessible to this study. The first RICH detector has an
inner acceptance limited to η < 4.4 and is used to identify
antiprotons with momenta between 12 and 60 GeV=c.
The second detector covers the range 3 < η < 5
and can actively identify antiprotons with momenta
between 30 and 110 GeV=c. The scintillating-pad (SPD)
detector and the electromagnetic calorimeter (ECAL)
included in the calorimeter system are also used in
this study.
The SMOG (system for measuring overlap with gas)

device [16,17] enables the injection of noble gases with
pressure of Oð10−7Þ mbar in the beam pipe section
crossing the VELO, allowing LHCb to operate as a
fixed-target experiment. This analysis is performed on
data specifically acquired for this measurement in May
2016. Helium gas was injected when the two beams
circulating in the LHC accelerator [18] consisted of a
small number, between 52 and 56, of proton bunches.
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2.6 × 10−7 mbar, which is compatible with the expected
helium pressure.
Table I presents the list of uncertainties on the p̄ cross-

section measurement, categorized into correlated and
uncorrelated sources among kinematic bins. The corre-
lated systematic uncertainty is dominated by the uncer-
tainty on the luminosity determination. The net effect of
migration between kinematic bins due to resolution
effects is found to be negligible. A major difference
between the fixed-target configuration and the standard
pp-collision data taking in LHCb is the extension
of the luminous region. As a consequence, the result is
checked to be independent of zPV within the quoted
uncertainty in all kinematic bins. Furthermore, the results
do not show any significant dependence on the time of
data taking.
The p̄ production cross section is determined in each

kinematic bin from a sample of 33.7 × 106 reconstructed
p-He collisions, yielding 1.5 × 106 antiprotons as deter-
mined from the PID analysis. In Fig. 3, the results,
integrated in different kinematic regions, are compared

with the prediction of several models: EPOS-LHC [19], the
pre-LHC EPOS version 1.99 [26], HIJING 1.38 [27], the
QGSJET model II-04 [28] and its low-energy extension
QGSJETII-04m, motivated by p̄ production in cosmic rays
[29]. The results are also compared with the PYTHIA6.4
[30] prediction for 2 × ½σðpp → p̄XÞ þ σðpn → p̄XÞ%, not
including nuclear effects. The shapes are well reproduced
except at low rapidity, and the absolute p̄ yields deviate by
up to a factor of 2. Numerical values for the double-
differential cross section d2σ=dpdpT in each kinematic bin
are available in the Supplemental Material [31].
The total yield of p-He inelastic collisions which are

visible inLHCb is determined from theyield of reconstructed
primary vertices and is found to be compatible with EPOS-
LHC: σLHCbvis =σEPOS−LHCvis ¼ 1.08 ' 0.07 ' 0.03, where the
first uncertainty is due to the luminosity and the second to
the PV reconstruction efficiency. The result indicates that
the significant excess of p̄ production over the EPOS-
LHC prediction, visible in Fig. 3, is mostly due to the p̄
multiplicity.
In summary, using a p-He collision data sample,

corresponding to an integrated luminosity of 0.5 nb−1,
the LHCb Collaboration has performed the first measure-
ment of antiproton production in p-He collisions. The
precision is limited by systematic effects and is better than a
relative 10% for most kinematic bins, well below the spread
among models describing p̄ production in nuclear colli-
sions. The energy scale,

ffiffiffiffiffiffiffiffi
sNN

p ¼ 110 GeV, and the mea-
sured range of the antiproton kinematic spectrum are
crucial for interpreting the precise p̄ cosmic ray measure-
ments from the PAMELA and AMS-02 experiments by
improving the precision of the secondary p̄ cosmic ray flux
prediction [11,32].

We are grateful to our colleagues from the cosmic ray
community, O. Adriani, F. Donato, L. Bonechi and
A. Tricomi, for suggesting this measurement, to T.
Pierog and S. Ostapchenko for their advice on the theo-
retical models for antiproton production, and to B. Ward
and A. V. Gramolin for their advice on the model and
uncertainty for pe− scattering. We express our gratitude to
our colleagues in the CERN accelerator departments for the
excellent performance of the LHC. We thank the technical
and administrative staff at the LHCb institutes. We
acknowledge support from CERN and from the national
agencies: CAPES, CNPq, FAPERJ and FINEP (Brazil);
MOST and NSFC (China); CNRS/IN2P3 (France); BMBF,
DFG and MPG (Germany); INFN (Italy); NWO
(Netherlands); MNiSW and NCN (Poland); MEN/IFA
(Romania); MSHE (Russia); MinECo (Spain); SNSF and
SER (Switzerland); NASU (Ukraine); STFC (United
Kingdom); NSF (USA). We acknowledge the computing
resources that are provided by CERN, IN2P3 (France), KIT
and DESY (Germany), INFN (Italy), SURF (Netherlands),
PIC (Spain), GridPP (United Kingdom), RRCKI and

25 30 35 40
]c [GeV/p

20
40
60
80

100
120
140
160
180
200
220

/G
eV

]
c

bµ [
p

/dσd

LHCb
 Xp→pHe

 = 110 GeVNNs

c < 0.7 GeV/
T

p 0.4 < 

20 30 40 50
]c [GeV/p

20

40

60

80

100

120

140

/G
eV

]
c

bµ [
p

/dσd

LHCb
 Xp→pHe

 = 110 GeVNNs

c < 1.2 GeV/
T

p 0.7 < 

20 40 60 80 100
]c [GeV/p

5

10

15

20

25

30

35

/G
eV

]
c

bµ [
p

/dσd

DATA

EPOS LHC

EPOS 1.99

QGSJETII-04

QGSJETII-04m

HIJING 1.38

PYTHIA 6.4

LHCb
 Xp→pHe

 = 110 GeVNNs

c < 2.8 GeV/
T

p 1.2 < 

FIG. 3. Antiproton production cross section per He nucleus as a
function of momentum, integrated over various pT regions. The
data points are compared with predictions from theoretical
models. The uncertainties on the data points are uncorrelated
only, while the shaded area indicates the correlated uncertainty.
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2.6 × 10−7 mbar, which is compatible with the expected
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Table I presents the list of uncertainties on the p̄ cross-

section measurement, categorized into correlated and
uncorrelated sources among kinematic bins. The corre-
lated systematic uncertainty is dominated by the uncer-
tainty on the luminosity determination. The net effect of
migration between kinematic bins due to resolution
effects is found to be negligible. A major difference
between the fixed-target configuration and the standard
pp-collision data taking in LHCb is the extension
of the luminous region. As a consequence, the result is
checked to be independent of zPV within the quoted
uncertainty in all kinematic bins. Furthermore, the results
do not show any significant dependence on the time of
data taking.
The p̄ production cross section is determined in each

kinematic bin from a sample of 33.7 × 106 reconstructed
p-He collisions, yielding 1.5 × 106 antiprotons as deter-
mined from the PID analysis. In Fig. 3, the results,
integrated in different kinematic regions, are compared

with the prediction of several models: EPOS-LHC [19], the
pre-LHC EPOS version 1.99 [26], HIJING 1.38 [27], the
QGSJET model II-04 [28] and its low-energy extension
QGSJETII-04m, motivated by p̄ production in cosmic rays
[29]. The results are also compared with the PYTHIA6.4
[30] prediction for 2 × ½σðpp → p̄XÞ þ σðpn → p̄XÞ%, not
including nuclear effects. The shapes are well reproduced
except at low rapidity, and the absolute p̄ yields deviate by
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primary vertices and is found to be compatible with EPOS-
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first uncertainty is due to the luminosity and the second to
the PV reconstruction efficiency. The result indicates that
the significant excess of p̄ production over the EPOS-
LHC prediction, visible in Fig. 3, is mostly due to the p̄
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In summary, using a p-He collision data sample,

corresponding to an integrated luminosity of 0.5 nb−1,
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precision is limited by systematic effects and is better than a
relative 10% for most kinematic bins, well below the spread
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New fixed-target data for the antiproton XS

pp —> pbar+X 

NA61 (Eur. Phys. J. C77 (2017)) 

Tp = 31, 40, 80, 158 GeV

3

violated. The two analyses pointed out two issues not
considered in previous parameterizations: isospin viola-
tion and hyperon induced production. In order to cal-
culate the total amount of antiprotons produced in our
Galaxy, one has to include all the particles which decay
into antiprotons, namely antineutrons and antihyper-
ons. Traditionally, it has been assumed that antiproton
and antineutron production in pp collisions is equal, and
the antiproton source term has simply been multiplied
by a factor 2 to account for the contribution from an-
tineutron decays. Indeed, NA49 data [27] indicate an
enhanced production of antineutrons with respect to the
antiproton one. Following [16], we consider a

p
s depen-

dent isospin violation, which is estimated not to exceed
20%. The second issue has a similar origin. A fraction
of the total antiproton yield originates from an inter-
mediate antihyperon, which subsequently decays to an
antiproton. The NA49 collaboration explicitly corrects
and subtracts antiprotons originating from hyperons.
However, the hyperon correction in older experiments is
not always clearly taken into account, and data are not
easily comparable. The usual assumption is that those
experiments were not able to distinguish between pri-
mary (prompt) antiprotons and intermediate hyperon
states, and contain a hyperon contamination which is
of the order of 30%-60%. In an update of [13], Winkler
[16] discusses the energy dependence of isospin viola-
tion and hyperon production. Furthermore, he points
out that the scaling invariance of the cross section is
broken above

p
s = 50 GeV such that the pT-shape

and normalization of the cross section require to be ad-
justed. High-energy collider data are used to specify
and parametrize the scaling violation. Finally, abovep
s=10 GeV the analytic result in [16] agrees with the

Monte Carlo approach by KMO, hinting that towards
high energies the descriptions become robust, which is
expected since the cross sections are constrained by pre-
cise NA49 and LHC data. Below 10 GeV the situation
is di↵erent, because the relevant data taken in the 70’s
or 80’s incorporate large (systematic) uncertainties.

Very recently the NA61 experiment published an-
tiproton cross section measurements at four di↵erent
CM energies

p
s=7.7, 8.8, 12.3 and 17.3 GeV, corre-

sponding to beam proton energies Tp=31, 40, 80, and
158 GeV, respectively [24]. The data are corrected for
hyperons and, compared to NA49, extend to lower

p
s.

To see how much the NA61 data improve our knowl-
edge about the pp antiproton source term, we conduct
the following exercise. We calculate the fraction of the
pp source term originating from the kinematic param-
eter space of the cross section which is experimentally
determined by NA49 and NA61, respectively. Fig. 1
shows this fraction normalized to the total pp source
term, i.e. integrated on the whole kinematic parame-
ter space. In more detail, the source term in Eq. (1)
contains an integral over Tp, or equivalently

p
s, while

NA49 data are taken for one fixed value of
p
s. In or-

der to extract meaningful results we have to know the

FIG. 1. Fraction of the pp source term originating from
the kinematic parameter space of the cross section which is
experimentally determined by NA49 and NA61. The con-
tribution is normalized to the total pp source term. The
NA61 data are taken for

p
s = 7.7 GeV to 17.3 GeV (blue

dot-dashed line), while the NA49 is taken at
p
s = 17.3 GeV

and here assumed to be valid in the range 15-20 GeV (solid
red line). The red dashed line is obtained assuming that the
NA49 data are valid in the

p
s range from 10 to 50 GeV,

while the dotted blue one is obtained extending the validity
of NA61 data up to

p
s = 50 GeV.

cross section over a non-zero range in
p
s. A conserva-

tive assumption is that the NA49 cross section is known
in a small range around 17.3 GeV, we choose

p
s = 15

to 20 GeV. From Fig. 1 we draw the conclusion that
the experimental data of NA49 (narrow

p
s range) con-

tributes 20% to the antiproton source spectrum, peaks
around Tp̄ = 30 GeV, and quickly decreases towards
smaller or larger energies. The information contained
in this data gets totally negligible for Tp̄ < 15 GeV and
Tp̄ > 70 GeV. In contrast to NA49, the NA61 exper-
iment performed runs also at lower

p
s, which signifi-

cantly improve the coverage of the contribution to the
source spectrum. The experimental data of NA61 ac-
count for up to 70% and peak at Tp̄ around 8 GeV. As a
matter of fact, the contribution of the true experimen-
tal data to the total source spectrum covers a relatively
small range inTp̄. One might wonder how this can lead
to an accurate determination of the source term spec-
trum. The reason is the theoretical assumption of scal-
ing invariance, according to which the cross section is
independent of

p
s in a range from 10 to 50 GeV [16]. In

other words, we can pretend to know the cross section
from

p
s = 10 to 50 GeV from a single measurement

within the range. We therefore extend the validity of
both the experiments accordingly. The results in Fig. 1
show that the NA49 parameter space can contribute be-
tween 70% and 80% from Tp̄ ⇠ 10 to 100 GeV. Above
this energy, the determination of the source spectrum
requires further data at large

p
s describing the scaling

pHe —> pbar + X 

LHCb (PRL121 (2018)) 

                             

Tp = 6.5 TeV

4

violation. The extended NA61 data coincide with NA49
above Tp̄ ⇠ 20 GeV, while significantly improving the
coverage of the source spectrum at lower energies down
to 5 GeV. Baseline for our calculation in Fig. 1 is the
cross section parametrization derived later in this paper
(Param. II-B). However, the results are expected to be
robust against changing the actual parametrization.

The conclusion of this exercise is that, in order to con-
strain the pp source term for Tp̄

<⇠ 5 GeV, it is necessary
to have additional low-energy data available. Indeed,
the currently available cross section measurements be-
low

p
s ⇡ 7 GeV contain large systematic uncertainties,

such that a good determination is hard to obtain. We
notice that it would be useful to collect precise data
at low

p
s to fix the antiproton spectrum in all the en-

ergy range where CR data are now provided with an ex-
tremely high accuracy [12]. Especially, progress could
be made by a p + p ! p̄ + X experiment at energies
below

p
s = 7 GeV. In Appendix B we show how data

from NA61 at
p
s = 6.3 GeV could improve the cross

section coverage of the pp source term. A detailed study
of the complete relevant parameter space is discussed in
DKD17.

B. The nuclear channels

In addition to the production of antiprotons from pp
scatterings, the pHe and Hep channels contribute a large
fraction of the total source term. This information may
be inferred from Fig. 2, where we plot the relative contri-
bution of each production channel obtained by changing

FIG. 2. Relative contribution of the various production
channels to the total secondary antiproton source spectrum.
The four dominant channels pp, pHe, Hep, and HeHe are
given individually. We group heavy CR nuclei scattering o↵
hydrogen and helium in the ISM: CNO, NeMgSi, Fe, and
LiBeB. By heavy ISM we denote CR proton and helium
scattering o↵ the rare ISM components CNONeMgSiFe.

the incoming CR nuclei and the ISM components. The
production cross sections are taken from the results we
present in Sec. III (Param. II-B). In the figure, pp, pHe,
Hep, HeHe label the CR-ISM nucleus. For heavier CR
nuclei, we group the reactions of LiBeB, CNO, Fe and
NeMgSi CR nuclei over the ISM (p and He). We also
consider the contribution from CR p and He scattering
o↵ the subdominant heavy ISM components accounted
for the CNONeMgSiFe nuclei. The CR fluxes have been
taken as follows: p from [3], He from [4], Li, Be and B
from [28], C and O from [29], N from [30], while for
all the heavier nuclei we apply the rescaling to oxygen
flux as in [31]. For the ISM composition, we assume
nH = 1 cm�3, nHe = 0.1nH, while the abundance for
heavier nuclei is taken from [32]. It is clear from the fig-
ure that the channel involving He, both projectile and
target, constitute 30-40% of the total spectrum depend-
ing on the antiproton energy. The heavier primary CNO
nuclei contribute a non negligible few percent at the
AMS energies. All the other contributions considered
in this study turn out to be negligible.

Until very recently the cross sections involving He
nuclei were not experimentally determined, and all cal-
culations rely on re-scaling and extrapolation from pp
and pA measurements, where A is typically carbon, but
sometimes heavier nuclei up to lead. The strategy for
re-scaling was either based on Monte Carlo simulations,
as performed with DTUNUC at low energies [21] or
KMO at high energies, or on fitting parameterizations
to the scarce pA data, as performed by Duperray et al.
[33]. The LHCb collaboration provides now the first
ever measurement of p+He ! p̄+X [25], where the in-
cident LHC protons of 6.5 TeV momentum scatter o↵ a
fixed-target helium (corresponding to

p
s = 110 GeV).

The LHCb detector can measure antiprotons with a mo-
mentum between 10 and 100 GeV and transverse mo-
mentum varying between 0.5 and 3.4 GeV. In [34] these
data are compared to the parametirization of [16] show-
ing reasonable agreement. Fig. 3 shows the fraction of
the LHCb parameter space to the pHe and Hep source
terms. We make the conservative assumption that the
cross section is only known in a small (roughly 10%)
range around the measured

p
s. In this case, the con-

tribution to the pHe channel is at the permille level,
peaking at an energy between between 10 and 100 GeV,
while the contribution to the Hep channel is significantly
larger at the 4% level. The di↵erent coverage of the
pHe source spectrum in the inverse Hep kinematic con-
figuration depends on the fact that in the CM frame
all but one LHCb data points correspond to backwards
scattering in the pHe system, or equivalently forwards
scattering in the Hep system. The source term integral
in Eq. (1) enhances the high-energy forward scattering
due to the convolution with the steeply falling CR flux.
Since in any case the contribution of the LHCb data
to the source terms is very small, it is impossible to
base the calculation of the p+He ! p̄+X production
solely on LHCb data. In the parameterization of the

3

violated. The two analyses pointed out two issues not
considered in previous parameterizations: isospin viola-
tion and hyperon induced production. In order to cal-
culate the total amount of antiprotons produced in our
Galaxy, one has to include all the particles which decay
into antiprotons, namely antineutrons and antihyper-
ons. Traditionally, it has been assumed that antiproton
and antineutron production in pp collisions is equal, and
the antiproton source term has simply been multiplied
by a factor 2 to account for the contribution from an-
tineutron decays. Indeed, NA49 data [27] indicate an
enhanced production of antineutrons with respect to the
antiproton one. Following [16], we consider a

p
s depen-

dent isospin violation, which is estimated not to exceed
20%. The second issue has a similar origin. A fraction
of the total antiproton yield originates from an inter-
mediate antihyperon, which subsequently decays to an
antiproton. The NA49 collaboration explicitly corrects
and subtracts antiprotons originating from hyperons.
However, the hyperon correction in older experiments is
not always clearly taken into account, and data are not
easily comparable. The usual assumption is that those
experiments were not able to distinguish between pri-
mary (prompt) antiprotons and intermediate hyperon
states, and contain a hyperon contamination which is
of the order of 30%-60%. In an update of [13], Winkler
[16] discusses the energy dependence of isospin viola-
tion and hyperon production. Furthermore, he points
out that the scaling invariance of the cross section is
broken above

p
s = 50 GeV such that the pT-shape

and normalization of the cross section require to be ad-
justed. High-energy collider data are used to specify
and parametrize the scaling violation. Finally, abovep
s=10 GeV the analytic result in [16] agrees with the

Monte Carlo approach by KMO, hinting that towards
high energies the descriptions become robust, which is
expected since the cross sections are constrained by pre-
cise NA49 and LHC data. Below 10 GeV the situation
is di↵erent, because the relevant data taken in the 70’s
or 80’s incorporate large (systematic) uncertainties.

Very recently the NA61 experiment published an-
tiproton cross section measurements at four di↵erent
CM energies

p
s=7.7, 8.8, 12.3 and 17.3 GeV, corre-

sponding to beam proton energies Tp=31, 40, 80, and
158 GeV, respectively [24]. The data are corrected for
hyperons and, compared to NA49, extend to lower

p
s.

To see how much the NA61 data improve our knowl-
edge about the pp antiproton source term, we conduct
the following exercise. We calculate the fraction of the
pp source term originating from the kinematic param-
eter space of the cross section which is experimentally
determined by NA49 and NA61, respectively. Fig. 1
shows this fraction normalized to the total pp source
term, i.e. integrated on the whole kinematic parame-
ter space. In more detail, the source term in Eq. (1)
contains an integral over Tp, or equivalently

p
s, while

NA49 data are taken for one fixed value of
p
s. In or-

der to extract meaningful results we have to know the

FIG. 1. Fraction of the pp source term originating from
the kinematic parameter space of the cross section which is
experimentally determined by NA49 and NA61. The con-
tribution is normalized to the total pp source term. The
NA61 data are taken for

p
s = 7.7 GeV to 17.3 GeV (blue

dot-dashed line), while the NA49 is taken at
p
s = 17.3 GeV

and here assumed to be valid in the range 15-20 GeV (solid
red line). The red dashed line is obtained assuming that the
NA49 data are valid in the

p
s range from 10 to 50 GeV,

while the dotted blue one is obtained extending the validity
of NA61 data up to

p
s = 50 GeV.

cross section over a non-zero range in
p
s. A conserva-

tive assumption is that the NA49 cross section is known
in a small range around 17.3 GeV, we choose

p
s = 15

to 20 GeV. From Fig. 1 we draw the conclusion that
the experimental data of NA49 (narrow

p
s range) con-

tributes 20% to the antiproton source spectrum, peaks
around Tp̄ = 30 GeV, and quickly decreases towards
smaller or larger energies. The information contained
in this data gets totally negligible for Tp̄ < 15 GeV and
Tp̄ > 70 GeV. In contrast to NA49, the NA61 exper-
iment performed runs also at lower

p
s, which signifi-

cantly improve the coverage of the contribution to the
source spectrum. The experimental data of NA61 ac-
count for up to 70% and peak at Tp̄ around 8 GeV. As a
matter of fact, the contribution of the true experimen-
tal data to the total source spectrum covers a relatively
small range inTp̄. One might wonder how this can lead
to an accurate determination of the source term spec-
trum. The reason is the theoretical assumption of scal-
ing invariance, according to which the cross section is
independent of

p
s in a range from 10 to 50 GeV [16]. In

other words, we can pretend to know the cross section
from

p
s = 10 to 50 GeV from a single measurement

within the range. We therefore extend the validity of
both the experiments accordingly. The results in Fig. 1
show that the NA49 parameter space can contribute be-
tween 70% and 80% from Tp̄ ⇠ 10 to 100 GeV. Above
this energy, the determination of the source spectrum
requires further data at large

p
s describing the scaling

Fraction of the pp source term covered  
by the kinematical parameters space 
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pHe cross section, we will therefore rely on a re-scaling
of the pp ruled by the pC data from NA49 [35], taken atp
s = 17.3 GeV. Their contribution to the source term,

as visible in Fig. 3, is comparable in energy and amount
to the pp contribution from NA49.

The important conclusion from Fig. 3 is that the cur-
rent LHCb data are not yet su�cient to give a full pic-
ture of the the antiproton production spectrum in the
helium channels and its uncertainties. The contribution
of the incoming p or He at the highest energy contribute
only a small fraction to the produced antiprotons, in
particular, referring to AMS-02 energies. This result
is due to the fact that during the computation of the
source spectrum the cross section is folded with an inci-
dent beam, namely the CR flux, which follows an energy
power law with index of about �2.7. Nonetheless, the
LHCb data contain valuable information: It shows for
the first time how well the rescaling from the pp chan-
nel applies to a helium target and how the cross section
extrapolation to high energies works. Moreover, finding
an agreement between LHCb data and predictions based
on pp and pC, increases trust in our current approaches
and models. The way to improve the contribution of
LHCb and the significance of its data is to increase the
antiproton detection threshold above 100 GeV and/or
lowering the incident proton energy below 1 TeV. In
Appendix B we present predictions for the contribution
with LHCb data at lower CM energies. Furthermore,
we give an update of the results from DKD17 in Ap-
pendix C to determine the whole relevant parameter
space of pA cross sections to interpret AMS-02 data.
The update takes into account the asymmetry of the
cross section, namely it is given in terms of xf instead

FIG. 3. Similar to Fig. 1, but for the nuclear channel.
Fraction of the antiproton source term originating from the
kinematic parameter space of the cross section which is ex-
perimentally determined by NA49 pC and LHCb pHe data.
Each contribution is normalized to the total source term of
the specific channel.

of xR.

II. FITTING THE PROTON-PROTON
CHANNEL

The proton-proton channel is relevant since it con-
tributes about 40% of the total and, furthermore, it
is the baseline for re-scaling to heavier nuclei, and for
treating the contribution from antineuterons and hyper-
ons. Its accurate determination is of central importance,
since any uncertainty in pp directly translates into all
the other channels. In the following we test and update
the most recent analytic parametrizations by Di Mauro
et al. [23] and Winkler [16], employing the NA49 [26]
and the newly available NA61 data [24]. To reduce sys-
tematic biases we will try to discard most of the old data
sets. Before turning to the fit results, we devote sepa-
rate discussions to hyperons and isospin violation, the
cross section parameterizations, the cross section data
sets, and the fitting procedure.

A. Isospin violation and hyperons

The fits that we are going to perform are on the
prompt antiproton production, so that antineutrons or
antihyperons which subsequently decay into antiprotons
are excluded from the fit. The estimate of the antipro-
ton source term in the Galaxy requires the addition of
these contributions by re-scaling from the prompt pro-
duction

�Galaxy

inv
= �inv(2 +�IS + 2�⇤), (4)

where�IS is the enhancement factor of antineutron with
respect to antiproton production and �⇤ is the hyperon
factor2. The investigations in [16] indicate that the fac-
tors �IS and �⇤ are energy dependent. We adopt these
results and shortly repeat the analytic formulas for com-
pleteness:

�IS =
cIS
1

1 + (s/cIS
2
)c

IS
3

, (5)

with cIS
1

= 0.114, cIS
2

= (144GeV)2, and cIS
3

= 0.51 and

�⇤ = 0.81

✓
c⇤
1
+

c⇤
2

1 + (c⇤
3
/s)c

⇤
4

◆
, (6)

with c⇤
1

= 0.31, c⇤
2

= 0.30, c⇤
3

= (146GeV)2, and
c⇤
4

= 0.9. The uncertainties of these parameters have
been determined in [16]. Their impact on the antiproton
spectrum is discussed later in this paper.

2 We assume that the antiproton and antineutron production
from hyperons is equal.

Fraction of the p-nucelus source term covered  
by the kinematical parameters space 
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Antiproton production cross section data analysis

1. Fit to NA61 pp —> pbar + X data 
2. Calibration of pA XS on NA49 pC —> pbar + X data 
3. Inclusion of LHC pHe —> pbar + X data
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FIG. 6. Comparison of LHCb data to the fit with Param. I-B (left) and Param. II-B (right). The grey band corresponds to 1�
uncertainty in the fit. The LHCb data agree better with Param. II and, therefore, they select this model for the high-energy
behavior of the Lorentz invariant cross section.

FIG. 7. The di↵erential cross section d�/dTp̄(p + He ! p̄ + X) (left) and d�/dTp̄(He + p ! p̄ + X) (right) for prompt
antiprotons, at the representative incident energies Tp = 20 GeV, 450 GeV and 6.5 TeV. The dashed (solid) line and the
relevant red (blue) band are the result of our analysis for Param. I and Param. II. We report for comparison some literature
estimations (see text for details). Tables with the full cross section results are provided in the supplementary material to this
paper.

C. Results

We perform four fits to determine, firstly, the good-
ness of the parametrizations (I and II) from the pp fit
for the interpretation of nuclei data and, secondly, the
impact of LHCb data by excluding (case A) or includ-
ing (case B) them in the fits. Table VI comprises the
results of all four fits. The fits with pC data alone (with-
out LHCb data) I-A and II-A converge to a �2/ndf of
1.3 and 1.1, respectively, leaving the conclusion that the
NA49 proton-carbon data fits very well to a rescaled pp

cross section. In the second step, we use the fit results
to predict the pHe cross section and to compare it to
LHCb data. Param. I shows a large di↵erence between
data and the prediction, measured by a �2/ndf from
LHCb alone of 9.3. On the other hand, Param. II gives
a �2/ndf = 1.6, hinting already the good agreement
with Param. II rescaled by the form factor fpA fixed
on pC data. Including the LHCb data in the fit does
not change the general picture. The quality of the fit
slightly improves to 8.4 and 1.4 in both cases I-B and
II-B, respectively. We conclude that Param. II results
in a much better description of the pHe data by LHCb.

LHCb data agree better with one of the two pp parameterizations. 
They select the high energy behavior of the Lorentz invariant cross section   
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The antiproton source spectrum 
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FIG. 8. CR pHe (left panel) and Hep (right panel) antiproton source term with the uncertainty on cross sections for the best
fit of Param. I-B and II-B, i.e. with NA49 pC and LHCb pHe data.

The best fit values for all parameters are summarized
in Table VII. Our results for Param. II agree with [16]
(i.e. h⌫Hei = 1.25 there is comparable with 4D2 = 1.22
and 41�D1 = 1.27). However, for pC we obtain a 10%
lower value of 12D2 = 1.43 or 121�D1 = 1.53 instead
of h⌫Ci = 1.6. Fig. 6 displays the comparison of the
LHCb data to the cross section prediction. It is visible
that the pT-shape of Param. I does not fit well the data.
This shape is inherited from the pp data, and it is there-
fore unlikely to improve the fit by a mere refinement of
the fpA parametrization. We remind that Param. II
includes corrections to the pT-shape due to scaling vio-
lation [16]. Finally, we remark that we explicitly tried
a fit solely on LHCb data, but since the data contain,

TABLE VI. Fit quality of fpA for the di↵erent pp Param. I
and II, and for the di↵erent data sets A (NA49 pC) and
B (NA49 pC, LHCb pHe). The first row shows the result
of the fit, while the second and third rows report the split
contribution from the pC NA49 and pHe LHCb data sets. In
brackets are the numbers of data points entering in the fit.
The italic numbers are not the result of a minimization, but
the �

2 on LHCb data with the parameters fixed by NA49
pC data.

Param. I Param. II

A B A B

�
2/ndf 153.0/118 1296.3/253 131.2/118 326.3/253

�
2

NA49 153.0 (121) 155.3 (121) 131.2 (121) 131.8 (121)

�
2

LHCb 1266 (136) 1141 (136) 212.4 (136) 194.5 (136)

apart from one data point, only points for antiprotons
produced in backward direction it cannot constrain the
asymmetry imposed by D2 and the parameters D1 and
D2 turn out to be degenerate. To calculate �He+p!p̄+X

we use a generalization of Eq. (16):

fA1A2 = AD1
1

AD1
2


AD2

1

✓
1 +

N1

A1

�IS

◆
Fpro(xf ) (17)

+AD2
2

✓
1 +

N2

A2

�IS

◆
Ftar(xf )

�
.

We crosschecked the validity of this approach by taking
the pHe cross section and transforming it to the frame
where the proton is at rest. The two methods give the
same result. Similarly to Fig. 4, in Fig. 7 we report the
results for the di↵erential cross section d�/dTp̄(p+He !
p̄+X) (left panel) for the representative proton energies
Tp = 20 GeV, 450 GeV and 6.5 TeV. The right panel
contains the same information but for incoming He on p.
The conclusions are similar to the pp case. We provide
full table for the total cross sections of a number of
incident nuclei and their isotopes, and for both p and
He fixed target in the supplementary material to this
paper.
We use the fit results to calculate source terms for

the pHe and Hep production channels. To determine
the fit uncertainty we sample points from the correla-
tion matrices of the pp and pA fits (see Appendix A).
Then we use the full �2 (sum of pp and pA fit) to get
discrete realizations in the 1� envelope. The results are
shown in Fig. 8. In general, the form and uncertainty
of pHe and Hep look similar to pp, since both depends

Param II is preferred by the fits.  
The effect of LHCb data is to select a h.e. trend of the pbar source  term. 

A harder trend at high energies is preferred.  
Uncertainties still range about 20%, and increase at low energies.  
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Effects on the total pbar production

with uncertainties in the hyperon 
correction and isospin violation  

The antiproton source term - is affected by uncertainties of +- 10% from cross sections.  
Higher uncertainties at very low energies 

�23

13

precedented accuracy, often pushing uncertainties down
to few percent in a large range of energy from the GeV
to the TeV scale. The fluxes of secondary CRs, which
are produced in interactions with the ISM, depend on
the inclusive production cross sections provided by high-
energy particle experiments. In particular, this applies
to CR antiprotons whose origin is believed to be dom-
inantly secondary. Consequently, the interpretation of
the antiproton flux in terms of CR propagation or the
search for a possible primary component, such as for ex-
ample dark matter annihilation or decay, relies on the
accurate modeling of secondary production. The under-
lying cross sections should be provided at least at the
same accuracy level as CR measurements.

In this paper, we analyze the first-ever data on the
inclusive cross section p + He ! p̄ + X collected by
the LHCb collaboration at Cern, with beam protons
at Tp = 6.5 TeV and a fixed helium target. Since the
coverage of the kinematic parameter space of this data
do not allow a standalone parametrization, we apply a
rescaling from p + p ! p̄ + X cross section. There-
fore, we update the most recent parametrizations from
Di Mauro et al. (Param. I) and Winkler (Param. II)
exploiting the newly available NA61 data. Then we
determine the rescaling factor to proton-nucleus using

FIG. 9. Source terms of CR antiprotons and separate CR-
ISM contributions, grouped following the prescriptions in
Fig. 2. The shaded bands report the 2� uncertainty due to
prompt p̄ production cross sections as derived in this paper.
In the bottom panel we show the relative uncertainty on
the total source term. The grey band refers to the prompt
p̄’s only, while the outer lines quantify the additional uncer-
tainty due to isospin violation and to hyperons decay.

pHe data from LHCb and pC data from NA49 (taken
at

p
s = 110 and 17.3 GeV, respectively). The LHCb

pHe data clearly prefer Param. II. All other data result
in equally good fits for both parametrizations. More-
over, the LHCb data show for the first time how well
the rescaling from the pp channel applies to helium tar-
get. By using pp, pHe and pC data we estimate the
uncertainty on the Lorentz invariant cross section for
p + He ! p̄ + X. This uncertainty is dominated by
p + p ! p̄ + X cross section, which translates into all
channels since we derive them using the pp cross sec-
tions.

Finally, we use our cross sections to compute the
antiproton source terms and their uncertainties for all
the production channels, considering also nuclei heav-
ier than He both in CRs and the ISM. At intermedi-
ate energies from Tp̄ = 5 GeV up to a few hundred
GeV the prompt source terms derived from Param. I
and II are compatible within uncertainties, which are
at the level of ±8% at the 2� level and increase to
±15% below Tp̄ = 5 GeV. The uncertainty is domi-
nated by p+ p ! p̄+X cross section, which translates
into all channels. Antineutron- and hyperon-induced
production increases the uncertainty by an additional
5%. Overall the secondary antiproton source spectrum
is a↵ected by an uncertainty of up to ±20%. Moreover,
we find that CR CNO makes up to few percent of the
total source term and should always be considered. In
a supplementary to this paper, we provide the energy-
di↵erential cross sections, which are required to calcu-
late the source spectrum, for all relevant isotopes. We
quantify the necessity of new data on antiproton pro-
duction cross sections, and pin down the kinematic pa-
rameter space which should be covered by future data.
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DM antiprotons possibly hidden in AMS data are  
potentially testable by AMS and GAPS

Pcoal = 124 (62) MeV Pcoal = 248 (124) MeV 
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FIG. 2. Antideuteron flux for secondaries in the ISM and the potential DM signal, corresponding to generic bb̄ annihilation
from the excess in CuKrKo. We show the di↵erent propagation models MED and MAX, which are constrained to fit B/C data
in Ref. [41]. CuKrKo corresponds to the propagation parameters obtained from the best fit of bb̄ DM in [14]. All fluxes are
derived in the analytic coalescence model with pC = 160 GeV (left panel) and pC = 248 GeV (right panel). Solar modulation is
treated in the force-field approximation with a potential of � = 400 MV. Additionally, the current limit by the BESS experiment
(95% CL) [55], the AMS-02 sensitivity of [21], and the expected sensitivity for GAPS (99% CL) [20] are displayed.

ping events) and 2 (in-flight annihilation). Whenever the
ratio shown in Fig. 3 is above 1 implies that GAPS will
detect the corresponding antideuteron flux with a 99%
CL confidence. This implies that the number of detected
events is 1 if the detection occurs in the stopping channel,
or 2 if the detection happens in the category of in-flight
annihilation. In Fig. 3, the blue contour corresponds to
our baseline scenario, namely the analytic coalescence
model with pC = 160 GeV, solar modulation in the force-
field approximation with a potential of � = 400 MV, and
propagation parameters taken from CuKrKo. We see
that the whole CuKrKo parameter space would produce
a detectable signal in GAPS. The di↵erent panels then
show the changes arising from di↵erent assumptions, al-
ways compared with the baseline scenario (blue contour).
Panel (a) investigates the impact of a Monte Carlo based
coalescence, for which we have used the results of [29].
This Monte Carlo approach is also tuned to ALEPH data.
Note that coalescence momenta are di↵erent in the an-
alytical and Monte Carlo approach when tuned to the
same data. The signal strength drops by a factor of
4 such that the signal would be at the very edge of de-
tectability. The larger coalescence momentum obtained
from ALICE enhances the fluxes considerably and conse-
quently the contour gets boosted: this is shown in panel
(b) (again for the analytic coalescence model) where the
corresponding contour for pC = 248 MeV is pushed to a
few tens of events in GAPS. This would imply several de-
tected antideuterons. Notice that also the Monte-Carlo-
based coalescence, if normalised to ALICE, would likely
imply that all of the DM parameter space is under reach
of GAPS (the tuning of the Monte-Carlo-based models
on ALICE requires a dedicated analysis, in order to de-

rive its specific value for pC , and it is not available at the
moment). Finally, the impact of solar modulation and of
di↵erent CR transport models are shown in panel (c) and
(d), respectively, for the analytic coalescence model. In
all cases, the DM parameter space compatible with the
antiproton hint is testable by GAPS. Notice, that the lo-
cal DM density does not provide an extra uncertainty for
the results of our analysis, since the annihilation rate is
totally degenerate with the DM density: the DM fit in
CuKrKo determines h�vi ⇥ ⇢2�, which is the same quan-
tity that enters in the determination of the antideuteron
flux in Eq. (9) and (10).
Up to this point we considered only the case of DM an-

nihilation into a bb̄ pair. However, also other final states
provide a good fit to the antiproton excess [56]. In Fig. 4
we show the result for pure annihilations into two gluons
(gg), Z-bosons (ZZ⇤), Higgs-bosons (hh), or top-quarks
(tt̄). For the Z-boson we take into account that one of
the two bosons might be produced o↵-shell3, which is de-
noted with a star superscript. For all the channels, the
DM parameter space can be tested by GAPS through
antideuterons.
Another potential indication for DM is the observed

excess in gamma-rays from the Galactic center (GCE).
Its energy spectra and morphology are compatible with
a DM signal as observed and confirmed by several groups
[62–65] (and references therein). However, also an astro-
physical explanation by unresolved point sources [65–68],

3 This requires an extension of the tables in [36] already used
in [56].
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(a) Coalescence model (b) Coalescence momentum

(c) Solar modulation (d) Propagation model

FIG. 3. Average antideuteron flux in the GAPS energy range divided by the expected GAPS sensitivity of 2.0 ⇥
10�6 m�2s�1sr�1(GeV/n)�1 [20]. The areas correspond to the 2� contours from the DM hint properties in CuKrKo. The
reference case (blue contour) relies on the analytic coalescence model, with a coalescence momentum of pC = 160 MeV, solar
modulation in the force-field approximation with a potential of � = 400 MV, and the propagation parameters taken (individu-
ally for each point in the contour) from CuKrKo. We compare against a Monte Carlo based coalescence from [29] in panel (a),
a larger coalescence momentum as might be justified by [44] in panel (b), a di↵erent solar modulation in panel (c), and di↵erent
propagation parameters in panel (d). The MAX contour should be treated with caution since its propagation parameters are
probably in conflict with the DM signal of CuKrKo. We show the contour for the sake of completeness.

especially millisecond pulsars, might explain the excess.
Notice that the DM interpretation of the GCE and the
cosmic antiproton excess point to very similar, compati-
ble mDM and h�vi for all standard model final states [56].
In this sense, our analysis shows that also the DM in-
terpretation of the GCE is in the reach of antideuteron
sensitivity for GAPS and AMS-02.

B. Antihelium

Finally we investigate the antihelium channel, for
which we follow the methods introduced in Ref. [18] and
we extend the results to derive also the tertiary compo-
nent. For antihelium, the coalescence momentum plays
an even stronger role, since the antihelium flux is propor-
tional to its sixth power (as compared to the third power
in the case of antideuterons). Consequently, the larger
coalescence momentum suggested by the recent measure-

Coalescence Model: 
a factor > 10  

(does not affect pbar flux) 

Propagation models: 
a factor > 10 

(affects pbar flux) 
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(a) Coalescence model (b) Coalescence momentum

(c) Solar modulation (d) Propagation model

FIG. 3. Average antideuteron flux in the GAPS energy range divided by the expected GAPS sensitivity of 2.0 ⇥
10�6 m�2s�1sr�1(GeV/n)�1 [20]. The areas correspond to the 2� contours from the DM hint properties in CuKrKo. The
reference case (blue contour) relies on the analytic coalescence model, with a coalescence momentum of pC = 160 MeV, solar
modulation in the force-field approximation with a potential of � = 400 MV, and the propagation parameters taken (individu-
ally for each point in the contour) from CuKrKo. We compare against a Monte Carlo based coalescence from [29] in panel (a),
a larger coalescence momentum as might be justified by [44] in panel (b), a di↵erent solar modulation in panel (c), and di↵erent
propagation parameters in panel (d). The MAX contour should be treated with caution since its propagation parameters are
probably in conflict with the DM signal of CuKrKo. We show the contour for the sake of completeness.

especially millisecond pulsars, might explain the excess.
Notice that the DM interpretation of the GCE and the
cosmic antiproton excess point to very similar, compati-
ble mDM and h�vi for all standard model final states [56].
In this sense, our analysis shows that also the DM in-
terpretation of the GCE is in the reach of antideuteron
sensitivity for GAPS and AMS-02.

B. Antihelium

Finally we investigate the antihelium channel, for
which we follow the methods introduced in Ref. [18] and
we extend the results to derive also the tertiary compo-
nent. For antihelium, the coalescence momentum plays
an even stronger role, since the antihelium flux is propor-
tional to its sixth power (as compared to the third power
in the case of antideuterons). Consequently, the larger
coalescence momentum suggested by the recent measure-

FD, Fornengo, Korsmeier, 1711.08465 subm. PRD
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The cosmic positrons 
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Figure 5. Fit to e++e� (left panel) and e+ (right panel) AMS-02 data [5, 8] with MAX propagation
model and Rcut = 0.7 kpc for Case 2 (see text for details). All the components for the best fit are
displayed together with the 2� uncertainty band on the total flux. Line coding as follows: solid black,
sum of all the components in the plot; red dashed, secondary e+ and e�; blue dash-dotted: e+ and
e� from all ATNF PWNe; green dotted: e� from far SNR; black dotted: e� from Vela SNR; magenta
double dash-dotted: e� from all other near (R  0.7 kpc) SNRs. The left (right) panel shows the
e+ + e� (e+) flux.

Table 2. Best fit parameters to AMS-02 e+ + e� and e+ flux data for the model described by Case
2.

�F 0.36 GV
q̃sec 2.10± 0.08
�PWN 1.85± 0.03
⌘ 0.065± 0.004
Nnear 0.35± 0.03
BV ela (3.1± 0.3) µG
dV ela 0.29± 0.04 kpc
�V ela 2.80
�SNR 2.65± 0.03
Etot,SNR (3.50± 0.05)1049 erg
�2/d.o.f 32/89

errors. The parameters for the SNR smooth population and the ATNF PWNe are found
to lie intervals similar to Case 1 and consistent with previous results [17, 18]. As for the
parameters most relevant to the following of our analysis, the best fit for the Vela distance
is found to be very near to the measurement of [55], while the spectral index points to the
higher permitted value of 2.8. This result can be hardly argued with the general modeling of
diffusive shock acceleration in SNRs. However, we find numerous configurations included in
the 2� band with lower values for �Vela of 2.4-2.6, while the rest of the parameters keeping
similar values to the ones reported in Tab. 2.

Case 3. - An unknown close SNR.
In the previous analysis we have considered only close SNRs with a detected electromagnetic
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FIG. 7. Top: secondary positron flux in CRs as function of ki-
netic energy. Model calculations are shown in comparison with
the data from AMS-02 [4] and PAMELA [6]. The solar modula-
tion level is set to � = 500MV. Bottom: estimated uncertainties
for the positron flux arising from CR injection and propagation,
production cross-sections, and solar modulations.

cisely, for the propagation of CR electrons and positrons
from the Galactic disk, one can write

�(E,E0) = 2

(
D0E�

b0E(1� �)

"
1�

✓
E0

E

◆��1
#) 1

2

, (11)

where E0 is their initial energy. For detected positron
energy E in the O(100GeV) energy scale and E0 & E,
it can be seen that the di↵usion distance � is always
. 1 kpc for our best-fit propagation parameters. Hence
the propagation histories of high-energy positrons de-
tected at Earth take place essentially in the inner halo.
In this region, the CR positron fluxes are of the type
J+ ⇠ (⌧/D)1/2Qsec so that, for proton-induced source
spectra Qsec

⇠ E��p , one has J+ / E��p� 1
2 (�+1). Note

also that, for E0 � E and in particular for E . 10GeV,
the quantity �(E,E0) can reach larger values. Thus, in
the general cases, CR leptons may experience propaga-
tion in both halos and their resulting flux at Earth is a
convolution over their propagation histories.
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FIG. 8. Anisotropy amplitude from best-fit THM calculations
in comparisons with the data at E ⇡ 100GeV - 300TeV. OHM
calculations are shown for reference.

In the bottom panel of Fig. 7 we provide a breakdown
of the main sources of uncertainties associated with the
positron flux calculations. The errors on the production
cross-sections are estimated as in Delahaye et al. [47], i.e.,
by evaluating the e↵ects of di↵erent cross-section param-
eterizations as a function of energy. The considered pa-
rameterizations are those proposed by Kamae et al. [48],
Tan & Ng [49], and Badhwar et al. [50]. The positron
source term is found to vary between 5% 30% with en-
ergy, depending on the adopted parameterization. The
uncertainties of solar modulation are estimated by vary-
ing the modulation potential � similarly to the antipro-
ton case of Sect. III E. In comparison to other source of
uncertainties, solar modulation uncertainties are impor-
tant below 10 GeV. In comparison with the experimental
errors of AMS-02 measurements, they become negligible
above a few tens GeV. Uncertainty from CR propaga-
tion and injections are those estimated by the MCMC
parameter scan procedure. It is worth pointing out that
the positron flux is still softer than E�3 while the data
measured by AMS-02 is harder. To account for the miss-
ing flux, it is necessary to add some extra contribution
of high-energy positrons. Primary positron sources may
include nearby pulsars, old SNRs or dark matter parti-
cle annihilation. They are preferentially located within
relatively short distances.

G. Anisotropy

With the THM parameter setting of the best-fit con-
figuration, we have calculated the flux anisotropy ampli-
tude at the location of the Sun due to global leakage of
CRs from the Galaxy. In the di↵usion approximation,
the anisotropy is dominated by the radial streaming of

Feng, Tomassetti, Oliva PRD 2017

Secondary positrons predicted in realistic transport models cannot explain  
  alone the positron flux. 

One or more components are needed, likely from nearby sources, 
given the strong radiative cooling experienced by e+e-.  

Positron#Flux##

39#

AMS#2018#Positron#
May#2011#–#Nov.#2017#

1.8#Million#Positron#Events#
Energy#Range:#0.5#–#1000#GeV#

Hint for a high energy drop:  
pulsars or dark matter? 
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AMS lepton data:  
an astrophysical interpretation

TH: Secondaries + supernovae + pulsars 
EXP: AMS data precise on wide range  

Small features can bring strong information



Searching for a DM signal 

When also mDM is let free to vary, the fit with DM improves w.r.t the  
scenario  with astrophysical contributions only.  

Leptonic (hadronic) annihilation channels are compatible (in tension)  
with upper bounds from DM searches in high latitude Fermi-LAT gamma rays   

Upper bounds are from Fermi-
LAT gamma ray data at 
latitudes > 20  
(Di Mauro&FD PRD2015) 

Positron fraction vs detected 
energy: DM component is  
added to secondary and PWN  
spectra 



A multi-wavelength, multi-messenger analysis

We build a model for the production and propagation of e- and e+ in the Galaxy  
and test it against 3 observables: 

1. Radio brightness data from Vela YZ and Cygnus Loop at all frequencies.  
     The radio emission is all synchrotron from e- accelerated by the source  

2. e+e- flux from 5 experiments, e+ flux from AMS 
      Far and near SNRs, near SNRs and PWNe, secondaries for e+e-.   
      The e+ flux constrains the PWN emission.   
      e+e- data taken with their uncertainty on the energy scale. 

3. e+e- dipole anisotropy upper bounds from Fermi-LAT 
       Test on the power of this observable on the closest SNRs. 

S. Manconi, M. Di Mauro, FD 1803:01009 PRD subm. 
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FIG. 2. Left: Results on the Vela YZ SNR parameters.
The grey region shows the 2� contours as derived from the
fit to radio flux data (Analysis-1), the cyan band reports the
configurations at 2� from the best fit to e+ + e� and e+

flux data (Analysis-2), and the hatched region shows those
configurations selected by Analysis-2 and excluded by Fermi-
LAT dipole anisotropy upper limits (Meth. 1) at E > 100
GeV (Analysis-3). Right: The maximal dipole anisotropy
predicted by Analysis-MW (solid line) and Analysis-2 (dashed
line). The upper limits for Fermi-LAT dipole anisotropy are
shown for the two di↵erent methods in [14].

the SNR paradigm for Galactic CRs see [17] and refer-
ences therein. We employ the radio data from Vela YZ
and Cygnus Loop to predict their emission of e� and e+.
Since for Vela Jr radio data are scarce, we will discuss its
role afterwords in the paper. With respect to previous
analysis where usually a single frequency was considered
(see, e.g., [18, 19]), we use here the radio spectrum infor-
mation in the widest available range of frequencies: from
85.7 MHz to 2700 MHz for Vela YZ [20] and from 22 MHz
to 4940 MHz for Cygnus Loop [21]. We fix the Vela YZ
(Cygnus Loop) distance, age and magnetic field to be:
d = 0.293 kpc (0.54 kpc), T =11.3 kyr (20 kyr) and B =
36 µG (60 µG) [21, 22, 23, 24, 25], respectively.

Analysis-1: Radio flux constraints. In Fig. 1 we plot
the available data on the e++e� flux, which clearly show

a cut-o↵ beyond TeV energies. Along with the data, we
plot our predictions for the flux of e+ + e� from Vela
YZ and Cygnus Loop. This result has been obtained fit-
ting their e� injection spectrum in order to produce a
synchrotron radiation compatible with radio flux data of
these two sources. We model the e� injection spectrum
at the source as Q(E) = Q0,SNRE��SNR exp (E/Ec), where
Ec is the cuto↵ energy and �SNR is the spectral index.
We fix Ec = 10 TeV, inspired by a test analysis that we
describe later in the paper. The total energy emitted by
SNRs into e� is therefore Etot =

R1
Emin

EQ(E) dE. As
discussed in [15], we work under a burst-like approxima-
tion, in which all the e� are released at a time equal to
the age of the source. Details of the release mechanism
of e� from SNRs are poorly known and still under de-
bate [17, 26, 27]. Under the hypothesis that the radio
emission from the source is due to synchrotron radiation
from e� interacting with the SNR magnetic field B, the
normalization of the injection spectrum Q0,SNR can be
connected to the radio flux density B⌫

r (⌫) [15]:

Q0,SNR = 1.2 · 1047GeV�1(0.79)�SNR
B⌫

r (⌫)

Jy
· (1)

·


d

kpc

�2 h ⌫

GHz

i �SNR�1
2


B

100µG

�� �SNR+1
2

.

We invert Eq. 1 to fit B⌫
r (⌫) as a function of �SNR

and Q0,SNR for all the available frequencies ⌫, for each
source. The best fit parameters are: �Vela = 2.47± 0.10,
Etot,Vela = (2.28 ± 0.06) · 1047 erg, while �Cygnus =
2.04±0.04 and Etot,Cygnus = (1.18±0.16) ·1047 erg. The
numbers for the Vela YZ SNR are in agreement with the
findings of [23]. These values along with the 2� regions
for Vela YZ and Cygnus Loop are reported in the left
panels of Fig. 2 and Fig. 3 respectively.
These two figures show that radio data select narrow

ranges for �SNR and Etot. For example, the 1� contour
for �Vela and Etot,Vela is a few % from the best fit. More-
over, Etot of the order of 1047 erg is in agreement with
the usual expectations for the SNR energy budget, given
the total energy released by a SN explosion in the ISM
of ⇠ 1051 erg [28] and the fraction conferred to electrons
expected to be ⇠ 10�5 � 10�3 [29]. The propagation
of e� and e+ from their source to the Earth has been
treated as in [10, 11, 15]. We solve the transport equa-
tion in a semi-analytic model assuming a spatially uni-
form di↵usion coe�cient and energy losses that include
synchrotron emission and a fully relativistic description
of inverse Compton scattering. The propagation param-
eters are fixed according to [30] (K15) and [31] (G15)
(see also [11]). In Fig. 1 we employ K15 model. Us-
ing G15 propagation model does not a↵ect our conclu-
sions. The information in Fig. 1 is remarkable: the flux
of e� from the closest SNRs as derived from a fit to radio
data is slightly below the data on the inclusive flux. The
flux from Vela YZ and Cygnus Loop can skim the HESS

A multi-messenger analysis

We can fit the whole data with a consistent model [provided that the proper systematic 
errors on the energy scale of each experiment are included]. 
Anisotropies from charged particles start to be constraining  

Different physical contributions shape non trivial slope changes �31

S. Manconi, M. Di Mauro, FD 1803:01009
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FIG. 4. Results on the e++e� flux from the Analysis-MW fit
to all the data. The contribution from secondary production
(red dashed), PWNe (blue dot dashed), Vela YZ (black dot-
ted), Cygnus Loop (magenta dot-dot dashed), Vela Jr (orange
solid) and the far smooth distribution of SNRs (green dotted)
are shown. Data as in Fig. 1.

results for Vela YZ are not compatible with the radio
analysis. The upper limits on e+ + e� dipole anisotropy
severely constrain the Vela YZ e� injection parameters
compatible with the analysis on the e+ + e� flux. We
then perform a multi-wavelength analysis by building a
model for the emission and propagation of e� and e+

that fits simultaneously the radio flux on Vela YZ and
Cygnus Loop and the e+ + e� flux from the GeV up to
tens of TeV with a multi-component Galactic model. In
addition, we check the model against the e+ + e� dipole
anisotropy data. Considering the proper systematic un-
certainties on the energy scale of the di↵erent data sets,
we can fit the e++e� spectrum on many energy decades.
For the first time, we show the constraints imposed by
the most recent data on the e+ + e� anisotropy, what
opens the opportunity of doing astronomy with charged
lepton CRs.
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[28] P. A. Mazzali, F. K. Röpke, S. Benetti, and W. Hille-
brandt, Science 315, 825 (2007), astro-ph/0702351

[29] V. Tatische↵, A&A 499, 191 (2009), arXiv:0903.2944
[30] R. Kappl, A. Reinert, and M. W. Winkler, JCAP 1510,

034 (2015), arXiv:1506.04145
[31] Y. Genolini, A. Putze, P. Salati, and P. D. Serpico, A&A

580, A9 (2015), arXiv:1504.03134
[32] B. M. Gaensler and P. O. Slane, Ann. Rev. Astron. As-

trophys. 44, 17 (2006), arXiv:astro-ph/0601081
[33] A. M. Bykov, E. Amato, A. E. Petrov, A. M. Kras-

silchtchikov, and K. P. Levenfish, SSRv 207, 235 (2017),
arXiv:1705.00950

[34] D. Green, Bull.Astron.Soc.India 42, 47 (2014),



The invaluable gamma-ray sky



γ-rays from  
Galactic cosmic rays (CRs) 	

interactions 
 CR TARGET γ- ray 

production

p, He, .. GAS π0 decay 

e+e- GAS bremsstrahlung

e+e- photons Inverse 
Compton



The photon count composition

The diffuse γ-ray emission of the Galaxy dominates over  
point sources (x 5 at E > 50 MeV), 50% from latitudes |b|<6o 

Emission of gamma-rays is predicted from: 

• The Galactic gas (HI, HII, DNG): π0 decay 
• A Galactic Inverse Compton (IC) photon population 
• An isotropic (mostly extragalactic) background 

•Point sources 
•Extended sources (included Fermi Bubbles and Loop I) 
•Sun and Moon 
•Residual Earth Limb (negligible for E> 200 MeV) 



Photon statistics:  
pushing the y-ray source count distribution below the  

Catalog detection thresholds 
Zechlin, Cuoco, FD, Fornengo, Vittino ApJS 2016, Zechlin, Cuoco, FD, Fornengo, Regis ApJ 2016

The 1-point probability distribution function (1p-PDF) : 

•MEASURE  the source count (N) distribution dN/dS  as a  
function of the flux S 

•EXTEND the sensitivity for dN/dS BELOW the 3FGL 

•DECOMPOSE  the total gamma-ray sky into:  
i)    Point sources,  
ii)   Galactic foreground, 
iii)  Isotropic diffuse background   
iv)  Further components (i.e. dark matter)?

Lee, Ando Kamionkowski 2009; Baxter, Dodelson,Koushiappas, Strigari 2009; Dodelson, Belikov, Hooper, Serpico 2009; 
Malyshev&Hogg 2011; Feyereisen, Ando, Lee 2015; Lee, Lisanti, Safdi 2015; Lee, Lisanti, Safdi, Slatyer 2015; Linden, Rodd, 
Safdi, Slatyer 2016; Vernstrom+ 2014; Vernstrom, Norris, Scott, Wall 2015;Lisanti+ 2016;  Feyereisen, Tamborra, Ando 2017



1p-PDF analysis
1p-PDF == pk,  the probability to find k photons in a given pixel   
nk  is the number of pixels counting k photons 

Exploit the method of generating functions  (Malyshev & Hogg 2011)

Point sources 
distributed as dN/dS 

Isotropic diffuse background  

Galactic foreground template 

3

and to compare the pk predicted by the model with the205

estimator nk/Npix. This method is the one adopted206

by MH11. By definition, this technique does not pre-207

serve any spatial information of the measurement or its208

components (for example the uneven morphology of the209

Galactic foreground emission), resulting in an undesired210

loss of information. We will instead use the 1pPDF in a211

more general form, including pixel dependent variations212

in order to fully exploit all the available information.213

2.1. Generating Functions214

An elegant way of deriving the 1pPDF including all the215

desired components exploits the framework of probability216

generating functions (see MH11 and references therein217

for details). The generating function P(p)(t) of a dis-218

crete probability distribution p
(p)
k , which may depend on219

the pixel p and where k = 0, 1, 2, . . . is a discrete ran-220

dom variable, is defined as a power series in an auxiliary221

variable t by222

P(p)(t) =
1X

k=0

p
(p)
k t

k
. (1)

The series coe�cients p
(p)
k can be derived from a given223

P(p)(t) by di↵erentiating with respect to t and evaluating224

them at t = 0,225

p
(p)
k =

1

k!

dkP(p)(t)

dtk

����
t=0

. (2)

The method of combining individual components to a226

single P(p)(t) makes use of the summation property of227

generating functions, i.e. the fact that the generating228

function for the sum of two independent random vari-229

ables is given by the product of the generating functions230

for each random variable itself.231

In our case, the general representation of P(p)(t)232

for photon-count maps can be derived from233

the superposition of Poisson processes, see Ap-234

pendix A and MH11 for a more detailed explana-235

tion. The generating function is therefore given236

by237

P(p)(t) = exp

" 1X

m=1

x
(p)
m (tm � 1)

#
, (3)

where the coe�cients x
(p)
m are the expected number of238

point sources per pixel p that contribute exactly m pho-239

tons to the total photon count of the pixel, and m is a240

positive integer. In the derivation of Equation (3), it has241

been assumed that the x
(p)
m are mean values of under-242

lying Poisson PDFs. The quantities x
(p)
m are related to243

the di↵erential source-count distribution dN/dS, where244

S denotes the integral photon flux of a source in a given245

energy range [Emin, Emax], by246

x
(p)
m = ⌦pix

Z 1

0

dS
dN

dS

(C(p)(S))m

m!
e
�C(p)

(S)
. (4)

The number of counts C(p)(S) expected in pixel p is given247

as a function of S by248

C(p)(S) = S

R Emax

Emin
dE E

��E(p)(E)
R Emax

Emin
dE E��

(5)

for sources with a power-law type energy spectrum /249

E
��, where � denotes the photon index and the250

pixel-dependent exposure5 as function of energy is de-251

noted by E(p)(E). In Equation (4), we have assumed252

that the PDF for a source to contribute m photons to a253

pixel p follows a Poisson distribution with mean C(p)(S).254

Gamma-ray sources have been assumed to be isotropi-255

cally distributed across the sky, i.e. dN/dS is pixel inde-256

pendent, while, in principle, Equation (4) allows for an257

extension of the method to spatially dependent dN/dS258

distributions.259

The generating functions for di↵use background com-260

ponents correspond to 1-photon source terms, with261

x
(p)
m = 0 for all m except m = 1:262

D(p)(t) = exp
h
x
(p)
di↵

(t� 1)
i
, (6)

where x
(p)
di↵

denotes the number of di↵use photon counts263

expected in pixel p for a given observation.6 This quan-264

tity is given by265

x
(p)
di↵

=

Z Emax

Emin

dE f
(p)
di↵

(E) E(p)(E) , (7)

with f
(p)
di↵

(E) being the di↵erential flux of the di↵use com-266

ponent as function of energy.267

The relation in Equation (4) allows measuring the268

source-count distribution dN/dS from pixel-count statis-269

tics. Furthermore, we can observe that the 1pPDF ap-270

proach may allow the detection of point-source popula-271

tions below catalog detection thresholds: If the source-272

count distribution implies a large number of faint emit-273

ters, pixels containing photon counts originating from274

these sources will be stacked in a nk-histogram, increas-275

ing the statistical significance of corresponding k-bins.276

The average number of photons required from individual277

sources for the statistical detection of the entire popula-278

tion will therefore be significantly smaller than the pho-279

ton contribution required for individual source detection.280

The simple 1pPDF approach refers to a measurement281

of pk which is averaged over the considered ROI. The282

generating function for the 1pPDF measurement there-283

fore reduces to a pixel average,284

P(t) =
1

Npix

NpixX

p=1

P(p)
S

(t)D(p)(t), (8)

where we made use of the fact that the total generat-285

ing function factorizes in the point-source component286

and the di↵use component, P(p)(t) = P(p)
S

(t)D(p)(t) (cf.287

Equations (3) and (6)).288

The numerical implementation of Equation (8) in its289

most general form is computationally complex (cf. MH11290

and Lee et al. 2015). In the ideal situation of an291

isotropic point-source distribution and homogeneous ex-292

posure, PS(t) ⌘ P(p)
S

(t) factorizes out of the sum, re-293

ducing the pixel-dependent part of Equation (8) to the294

5 The experiment exposure, which depends on energy and posi-
tion, is discussed in Section 3.

6 Equation (6) can be derived from Equation (1) by taking p
(p)
k

as a Poissonian with mean x
(p)
di↵ .
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and to compare the pk predicted by the model with the205

estimator nk/Npix. This method is the one adopted206

by MH11. By definition, this technique does not pre-207

serve any spatial information of the measurement or its208

components (for example the uneven morphology of the209

Galactic foreground emission), resulting in an undesired210

loss of information. We will instead use the 1pPDF in a211

more general form, including pixel dependent variations212

in order to fully exploit all the available information.213

2.1. Generating Functions214

An elegant way of deriving the 1pPDF including all the215

desired components exploits the framework of probability216

generating functions (see MH11 and references therein217

for details). The generating function P(p)(t) of a dis-218

crete probability distribution p
(p)
k , which may depend on219

the pixel p and where k = 0, 1, 2, . . . is a discrete ran-220

dom variable, is defined as a power series in an auxiliary221

variable t by222

P(p)(t) =
1X

k=0

p
(p)
k t

k
. (1)

The series coe�cients p
(p)
k can be derived from a given223

P(p)(t) by di↵erentiating with respect to t and evaluating224

them at t = 0,225

p
(p)
k =

1

k!

dkP(p)(t)

dtk

����
t=0

. (2)

The method of combining individual components to a226

single P(p)(t) makes use of the summation property of227

generating functions, i.e. the fact that the generating228

function for the sum of two independent random vari-229

ables is given by the product of the generating functions230

for each random variable itself.231

In our case, the general representation of P(p)(t)232

for photon-count maps can be derived from233

the superposition of Poisson processes, see Ap-234

pendix A and MH11 for a more detailed explana-235

tion. The generating function is therefore given236

by237

P(p)(t) = exp

" 1X

m=1

x
(p)
m (tm � 1)

#
, (3)

where the coe�cients x
(p)
m are the expected number of238

point sources per pixel p that contribute exactly m pho-239

tons to the total photon count of the pixel, and m is a240

positive integer. In the derivation of Equation (3), it has241

been assumed that the x
(p)
m are mean values of under-242

lying Poisson PDFs. The quantities x
(p)
m are related to243

the di↵erential source-count distribution dN/dS, where244

S denotes the integral photon flux of a source in a given245

energy range [Emin, Emax], by246

x
(p)
m = ⌦pix

Z 1

0

dS
dN

dS

(C(p)(S))m

m!
e
�C(p)

(S)
. (4)

The number of counts C(p)(S) expected in pixel p is given247

as a function of S by248

C(p)(S) = S

R Emax

Emin
dE E

��E(p)(E)
R Emax

Emin
dE E��

(5)

for sources with a power-law type energy spectrum /249

E
��, where � denotes the photon index and the250

pixel-dependent exposure5 as function of energy is de-251

noted by E(p)(E). In Equation (4), we have assumed252

that the PDF for a source to contribute m photons to a253

pixel p follows a Poisson distribution with mean C(p)(S).254

Gamma-ray sources have been assumed to be isotropi-255

cally distributed across the sky, i.e. dN/dS is pixel inde-256

pendent, while, in principle, Equation (4) allows for an257

extension of the method to spatially dependent dN/dS258

distributions.259

The generating functions for di↵use background com-260

ponents correspond to 1-photon source terms, with261

x
(p)
m = 0 for all m except m = 1:262

D(p)(t) = exp
h
x
(p)
di↵

(t� 1)
i
, (6)

where x
(p)
di↵

denotes the number of di↵use photon counts263

expected in pixel p for a given observation.6 This quan-264

tity is given by265

x
(p)
di↵

=

Z Emax

Emin

dE f
(p)
di↵

(E) E(p)(E) , (7)

with f
(p)
di↵

(E) being the di↵erential flux of the di↵use com-266

ponent as function of energy.267

The relation in Equation (4) allows measuring the268

source-count distribution dN/dS from pixel-count statis-269

tics. Furthermore, we can observe that the 1pPDF ap-270

proach may allow the detection of point-source popula-271

tions below catalog detection thresholds: If the source-272

count distribution implies a large number of faint emit-273

ters, pixels containing photon counts originating from274

these sources will be stacked in a nk-histogram, increas-275

ing the statistical significance of corresponding k-bins.276

The average number of photons required from individual277

sources for the statistical detection of the entire popula-278

tion will therefore be significantly smaller than the pho-279

ton contribution required for individual source detection.280

The simple 1pPDF approach refers to a measurement281

of pk which is averaged over the considered ROI. The282

generating function for the 1pPDF measurement there-283

fore reduces to a pixel average,284

P(t) =
1

Npix

NpixX

p=1

P(p)
S

(t)D(p)(t), (8)

where we made use of the fact that the total generat-285

ing function factorizes in the point-source component286

and the di↵use component, P(p)(t) = P(p)
S

(t)D(p)(t) (cf.287

Equations (3) and (6)).288

The numerical implementation of Equation (8) in its289

most general form is computationally complex (cf. MH11290

and Lee et al. 2015). In the ideal situation of an291

isotropic point-source distribution and homogeneous ex-292

posure, PS(t) ⌘ P(p)
S

(t) factorizes out of the sum, re-293

ducing the pixel-dependent part of Equation (8) to the294

5 The experiment exposure, which depends on energy and posi-
tion, is discussed in Section 3.

6 Equation (6) can be derived from Equation (1) by taking p
(p)
k

as a Poissonian with mean x
(p)
di↵ .
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Modeling the y-ray contributions 

Point sources have an 
integrated FLUX S 
following a multi-broken  
power law (MBPL) 

Diffuse emission included as: 

- Galactic diffuse background:  
    template from Fermi Science Tools 
    (gll_iem_v05_rev1.fit) 

- Isotropic diffuse background  
   follows E-2.3  (we fix its integral)

Galactic diffuse emisison 

4 Zechlin et al.

di↵use component that is easy to handle. The exposure295

of Fermi -LAT data is however not uniformly distributed296

in the ROI (see Section 3) and requires appropriate con-297

sideration.298

To correct the point-source component for expo-299

sure inhomogeneities, we divided the exposure map of the300

ROI into Nexp regions, separated by contours of constant301

exposure such that the entire exposure range is subdi-302

vided into Nexp equally-spaced bins. In each region, the303

exposure values were replaced with the region averages,304

yielding Nexp regions of constant exposure. The approx-305

imation accuracy is thus related to the choice of Nexp.306

In this case, Equation (8) reads307

P(t) =
1

Npix

NexpX

i=1

X

Pi

P(p)
S

(t)D(p)(t), (9)

where Pi = {p|p 2 Ri} denotes the subset of pixels be-308

longing to region Ri. In this way, P(p)
S

(t) becomes in-309

dependent of the inner sum and factorizes, significantly310

reducing the required amount of computation time.311

The probability distributions pk or p(p)k can eventually312

be calculated from P(t) or P(p)(t), respectively, by using313

Equation (2).314

2.2. Model Description315

2.2.1. Source-Count Distribution316

The source-count distribution dN/dS characterizes the317

number of point sourcesN in the flux interval (S, S+dS),318

where S is the integral flux of a source in a given energy319

range. The quantity N actually denotes the areal source320

density per solid angle element d⌦, which is omitted in321

our notation for simplicity. In this analysis, we assumed322

that the source-count distribution can be modeled with323

a power law with multiple breaks, referred to as multiply324

broken power law (MBPL) in the remainder. A MBPL325

withNb breaks located at Sbj , j = 1, 2, . . . , Nb, is defined326

as327

dN

dS
/

8
>>>>>>>>><

>>>>>>>>>:

⇣
S
S0

⌘�n1

, S > Sb1

⇣
Sb1
S0

⌘�n1+n2
⇣

S
S0

⌘�n2

, Sb2 < S  Sb1

...
...⇣

Sb1
S0

⌘�n1+n2
⇣

Sb2
S0

⌘�n2+n3

· · ·
⇣

S
S0

⌘�nNb+1

, S  SbNb

(10)
where S0 is a normalization constant. The nj denote the328

indices of the power-law components. The dN/dS dis-329

tribution is normalized with an overall factor AS, which330

is given by AS = dN/dS (S0) if S0 > Sb1. We required a331

finite total flux, i.e. we imposed n1 > 2 and nNb+1 < 2.332

2.2.2. Source Spectra333

The whole population of gamma-ray sources is dis-334

seminated by a variety of di↵erent source classes (see335

Section 1 for details). In particular, FSRQs and BL336

Lac objects contribute to the overall dN/dS at high337

Galactic latitudes. The spectral index distribution of338

all resolved sources in the energy band between 100MeV339

and 100GeV (assuming power law spectra) is compati-340

ble with a Gaussian centered on � = 2.40± 0.02, with a341

half-width of �� = 0.24 ± 0.02 (Abdo et al. 2010b). We342

thus used an index of � = 2.4 in Equation (5).343

2.2.3. Galactic Foreground and Isotropic Background344

The Galactic foreground and the di↵use isotropic back-345

ground were implemented as described in Equation (6).346

The total di↵use contribution was modeled by347

x
(p)
di↵

= Agal x
(p)
gal

+
x
(p)
iso

Fiso

Fiso , (11)

with Agal being a normalization parameter of the Galac-348

tic foreground component x
(p)
gal

. For the isotropic com-349

ponent x
(p)
iso

the integral flux Fiso was directly used as a350

sampling parameter, in order to have physical units of351

flux.352

Galactic Foreground— The Galactic foreground was353

modeled using a template (gll iem v05 rev1.fit) de-354

veloped by the Fermi-LAT collaboration to compile the355

3FGL catalog (Acero et al. 2015)7. The Galactic fore-356

ground model is based on a fit of multiple templates357

to the gamma-ray data. The templates used are radio-358

derived gas maps splitted into various galacto-centric an-359

nuli, a further dust-derived gas map, an inverse Compton360

emission template derived with the GALPROP code8,361

and some patches designed to describe observed residual362

emission not well represented by the pervious templates,363

such as the Fermi Bubbles and Galactic Loop I.364

The Galactic foreground template comprises predic-365

tions of the di↵erential intensity at 30 logarithmically-366

spaced energies in the interval between 50MeV and367

600GeV. The spatial map resolution is 0.125�, which was368

resampled to match the pixelization scheme and spatial369

resolutions used in our analysis. The predicted number370

of counts per pixel x(p)
gal

was obtained from integration in371

the energy range [Emin, Emax] as described in Section 2.1.372

In order to include the e↵ects caused by the point373

spread function (PSF) of the detector, we smoothed the374

final template map with a Gaussian kernel of 0.5�. We375

checked that systematics of this coarse PSF approxima-376

tion (cf. Section 3) were negligible, by comparing kernels377

with half-widths between 0� and 1�.378

Figure 1 shows the model prediction for the di↵use379

Galactic foreground flux between 1GeV and 10GeV380

and Galactic latitudes |b| � 30�. The complex spa-381

tial morphology of the Galactic foreground emission is382

evident. The intensity of Galactic foreground emission383

significantly decreases with increasing latitude. The in-384

tegral flux predicted by the model in the energy range385

�E between 1GeV and 10GeV is Fgal(�E) ' 4.69 ⇥386

10�5 cm�2 s�1 for the full sky and Fgal(�E; |b| � 30�) '387

6.42⇥10�6 cm�2 s�1 for high Galactic latitudes |b| � 30�.388

Since the model reported in gll iem v05 rev1.fit389

was originally normalized to best reproduce the whole390

gamma-ray sky, we allowed for an overall di↵erent nor-391

malization parameter Agal in our analysis, given that we392

7 See also http://fermi.gsfc.nasa.gov/ssc/data/access/lat/
BackgroundModels.html for details.

8 http://galprop.stanford.edu/



Data fitting procedure 
Likelihood can be defined in two ways: 

•Simple 1p-PDF, assuming Poisson statistics (Malyshev&Hogg, 2011): 

•Pixel dependent, for full exploitation of spatial templates:  

•Sampling with MCMC (Multinest, Feroz&Hobson 2008) 

•Parameter estimation: likelihood profiles and bayesian inference 

•All results are presented for L2, account pixel dependence 



The source number count in 1-10 GeV 

•Measure dN/dS down to fluxes S~2x10-11 cm-2s-1, ~x10 below 3FGL catalog 

•dN/dS described by a single broken power 

•Break for bright sources 
                                
•Tested against a systematics 
   (pixel size, bright source masking,  
    galactic foreground,  latitude,  
    galactic mask) 

High latitude sky composed: 
25% point sources | 69% diffuse galactic | 6% diffuse isotropic 



1p-PDF, results on the energy binning 
Zechlin, Cuoco, FD Fornengo, Regis ApJ2016

• We use the MBPL 
     and then the hybrid  
     approach (to fix the node) 

• The models are just state-of-the-
art predictions. They indicate that 
our measure can have physical 
interpretation

Measure down to  
~ 10-11 cm-2s-1, close 
to sensitivity 
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i) point sources,  
ii) galactic diffuse emission,  
iii) isotropic bkd, 

iv) Dark matter annihilating    
in the galactic halo 

Strong bounds, < dSph
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FIG. 6. Upper limits (95% CL) on the DM self-annihilation cross section h�vi as a function of the DM particle mass mDM, as
obtained with the 1pPDF analysis using the DM ROI for 8-year Fermi-LAT data (Pass 8). The DM halo of the Galaxy was
assumed to follow an Einasto profile. Upper limits are given for separate analyses of the (i) 1.04–1.99GeV (black solid line),
(ii) 1.99–5.0GeV (red solid line), and (iii) 5.0–10.4GeV (blue solid line) energy bins. The shaded bands reflect the expected
sensitivity (95% confidence level) as derived from simulations. The left (right) panel shows upper limits for total annihilation
into bb (⌧+⌧�) final states. The limits are compared to recent limits obtained from the observation of dwarf spheroidal galaxies,
see Ref. [66] (orange dashed line and shaded region).

FIG. 7. Upper limits (95% CL) on the DM self-annihilation cross section h�vi for bb (left panel) and ⌧+⌧� (right panel) final
states and mDM = 15, 50, 100 GeV using the DM ROI for 8-year Fermi-LAT data (Pass 8), obtained assuming the benchmark
IEM (black solid line), model A (green solid line), model B (red solid line), and model C (blue solid line) as discussed in
Section IIA. The DM halo of the Galaxy was assumed to follow an Einasto profile. Upper limits are given for the three
energy bins (i) 1.04–1.99GeV (left panel), (ii) 1.99–5.0GeV (middle panel), and (iii) 5.0–10.4GeV (right panel). The limits
are compared to the limits obtained from the observation of dwarf spheroidal galaxies, see Ref. [66] (orange dashed line). For
illustrative purposes, the yellow band depicts the 95% quantile of the median expected sensitivity of the dwarf spheroidal galaxy
analysis.

about one order of magnitude lower than current cata-
log detection limits. The high latitude gamma-ray sky
is modeled with at least three components, represented
by an isotropic distribution of point sources, a di↵use
component of Galactic foreground emission, and di↵use
isotropic background. In this paper, we have extended
the photon count statistics 1pPDF method developed in

Z16a,b to a further component of the high-latitude sky,
given by Galactic DM distributed in a typical smooth
halo. We have employed the 1pPDF method to derive up-
per bounds on the possible contribution from halo DM in
terms of the self-annihilation cross section h�vi, for DM
masses spanning the GeV to TeV range.

We find that the 1pPDF method applied to eight years
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FIG. 1. Relative di↵erence between the Galactic di↵use emis-
sion predicted by model A and B, for latitudes |b| > 30�.
Models are taken from Ref. [4] and are integrated in the en-
ergy bin between 1.99 and 5.0GeV. The Mollweide projection
is given in Galactic coordinates, centered on the GC. The GP
region has been masked in gray.

between 1.99 and 5.0GeV for latitudes |b| > 30�. The
di↵erences follow the complicated structure of Galactic
gas and indicate that model A predicts higher (40% at
most) di↵use emission in the whole ROI. In model A
and B, the CR di↵usion coe�cient and re-acceleration
strength are constant throughout the Galaxy. In model
C, instead, a dependency on the galactocentric radius
and height is introduced, causing a more e�cient trans-
port of CRs and therefore higher gamma-ray intensities
in the outer Galaxy, as shown by Fig. 20 in Ref. [4].

In our analysis, each IEM is re-normalized with an ad-
ditional global normalization factor Agal that is allowed
to float freely. We underline that the various models are
studied here to explore the e↵ect of changing foreground
morphology, in particular of the IC emission, on the con-
tribution from the additional Galactic DM component. A
complete study on whether the data prefer one of those
models over the other is beyond the scope of this work,
and it is extensively addressed for example in Ref. [40].

B. The DM Component

Based upon the assumption that the building blocks of
DM are new fundamental particles, e.g., weakly interact-
ing massive particles (WIMPs), DM can self-annihilate or
decay into standard model final states. Gamma-ray pho-
tons are then unavoidably produced by secondary pro-
cesses such as hadronization, the subsequent decay of
⇡
0-mesons, and internal bremsstrahlung, which lead to

a continuous gamma-ray spectrum over several decades
in energy, as well as direct annihilation into line-like fea-
tures. The observed di↵erential gamma-ray flux per unit
energy interval (E,E+dE) and solid angle d⌦ from DM

FIG. 2. Dimensionless J-factor for annihilating DM as dis-
tributed in the Galaxy following an Einasto profile. The Moll-
weide projection is given in Galactic coordinates, centered on
the position of the GC. The GP and the regions covered by
the Fermi Bubbles and Galactic Loop I have been masked in
gray, cf. Section IV.

annihilation in a given celestial direction reads

d�DM

dEd⌦
=

1

4⇡

h�vi
2

r�
⇢
2
�

m
2
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X

f
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dNf

dE
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◆
J ( ) . (9)

The quantity h�vi resembles the thermally-averaged self-
annihilation cross section times the relative velocity,
mDM denotes the DM particle mass, and r� = 8.5 kpc
and ⇢� = 0.4GeV cm�3 [41, 42] are normalization con-
stants, i.e. the galactocentric Solar distance and the DM
density at r�, respectively. Equation 9 is valid for self-
conjugated DM particles. The di↵erential gamma-ray
spectrum yielded by DM annihilation into the standard
model final state f with branching ratio Bf is given by
dNf/dE. The dimensionless J-factor reads

J ( ) =
1

r�

Z
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✓
⇢[r(l)]

⇢�

◆2

dl( ) . (10)

Here, ⇢(r) denotes the DM density profile as a function
of the galactocentric radius r, and the line-of-sight (los),
l, as measured from the Galactic position of the Sun is

given by r(l, ) =
q

r
2
� + l2 � 2r�l cos , where  is the

angle between the vector pointing to the GC and the
direction of observation.
We consider here the contribution from DM annihila-

tion in a smooth Galactic halo. We neglect a possible
contribution from Galactic DM subhalos, which can be
modeled as point-like or slightly extended sources in al-
most all relevant DM scenarios [see, e.g., 43–49] and will
therefore contribute to the generic dN/dS component.
For the density profile of the smooth Galactic halo, we
consider an Einasto profile [50]

⇢(r) = ⇢� exp
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prior to any DM searches

Inspecting the gamma-ray sky

The gamma-ray sky map  
due to DM annihilation  
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FIG. 1. Relative di↵erence between the Galactic di↵use emis-
sion predicted by model A and B, for latitudes |b| > 30�.
Models are taken from Ref. [4] and are integrated in the en-
ergy bin between 1.99 and 5.0GeV. The Mollweide projection
is given in Galactic coordinates, centered on the GC. The GP
region has been masked in gray.

between 1.99 and 5.0GeV for latitudes |b| > 30�. The
di↵erences follow the complicated structure of Galactic
gas and indicate that model A predicts higher (40% at
most) di↵use emission in the whole ROI. In model A
and B, the CR di↵usion coe�cient and re-acceleration
strength are constant throughout the Galaxy. In model
C, instead, a dependency on the galactocentric radius
and height is introduced, causing a more e�cient trans-
port of CRs and therefore higher gamma-ray intensities
in the outer Galaxy, as shown by Fig. 20 in Ref. [4].

In our analysis, each IEM is re-normalized with an ad-
ditional global normalization factor Agal that is allowed
to float freely. We underline that the various models are
studied here to explore the e↵ect of changing foreground
morphology, in particular of the IC emission, on the con-
tribution from the additional Galactic DM component. A
complete study on whether the data prefer one of those
models over the other is beyond the scope of this work,
and it is extensively addressed for example in Ref. [40].

B. The DM Component

Based upon the assumption that the building blocks of
DM are new fundamental particles, e.g., weakly interact-
ing massive particles (WIMPs), DM can self-annihilate or
decay into standard model final states. Gamma-ray pho-
tons are then unavoidably produced by secondary pro-
cesses such as hadronization, the subsequent decay of
⇡
0-mesons, and internal bremsstrahlung, which lead to

a continuous gamma-ray spectrum over several decades
in energy, as well as direct annihilation into line-like fea-
tures. The observed di↵erential gamma-ray flux per unit
energy interval (E,E+dE) and solid angle d⌦ from DM

FIG. 2. Dimensionless J-factor for annihilating DM as dis-
tributed in the Galaxy following an Einasto profile. The Moll-
weide projection is given in Galactic coordinates, centered on
the position of the GC. The GP and the regions covered by
the Fermi Bubbles and Galactic Loop I have been masked in
gray, cf. Section IV.
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The quantity h�vi resembles the thermally-averaged self-
annihilation cross section times the relative velocity,
mDM denotes the DM particle mass, and r� = 8.5 kpc
and ⇢� = 0.4GeV cm�3 [41, 42] are normalization con-
stants, i.e. the galactocentric Solar distance and the DM
density at r�, respectively. Equation 9 is valid for self-
conjugated DM particles. The di↵erential gamma-ray
spectrum yielded by DM annihilation into the standard
model final state f with branching ratio Bf is given by
dNf/dE. The dimensionless J-factor reads

J ( ) =
1
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Here, ⇢(r) denotes the DM density profile as a function
of the galactocentric radius r, and the line-of-sight (los),
l, as measured from the Galactic position of the Sun is

given by r(l, ) =
q

r
2
� + l2 � 2r�l cos , where  is the

angle between the vector pointing to the GC and the
direction of observation.
We consider here the contribution from DM annihila-

tion in a smooth Galactic halo. We neglect a possible
contribution from Galactic DM subhalos, which can be
modeled as point-like or slightly extended sources in al-
most all relevant DM scenarios [see, e.g., 43–49] and will
therefore contribute to the generic dN/dS component.
For the density profile of the smooth Galactic halo, we
consider an Einasto profile [50]
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FIG. 4. Comparison of the actual flight data with the statistical expectation for the null-hypothesis as derived from simulations.
The DM ROI (see Fig. 5) has been considered in the three energy bands 1.04–1.99GeV (left panel), 1.99–5.0GeV (middle panel),
and 5.0–10.4GeV (right panel). The analysis setup refers to a DM mass of 15GeV, and the ⌧+⌧� annihilation channel. The
gray-shaded bands depict the 68% (darkgray) and 95% (light-gray) confidence intervals derived from the statistical scatter of
the ADM profile likelihood functions, as obtained from simulations of the gamma-ray sky by assuming ADM = 0. The solid
black line shows the corresponding result obtained from the actual data.

FIG. 5. The DM ROI considered in this analysis. The Moll-
weide projection depicts the benchmark IEM template in
Galactic coordinates, centered on the GC. The map shows
the integral flux Fgal between 1.99 and 5.0GeV. The area
outside the DM ROI has been masked in gray.

(qgal), and from the di↵use isotropic background com-
ponent (qiso). Given the lacking significance for a pos-
sible DM component, here its contribution is assumed
to be negligible. The quantities in Tab. I refer to the
1pPDF analysis using GPBL mask. Very similar results
are found using our final DM ROI, with larger uncertain-
ties due to smaller statistics.

The upper limits presented in Fig. 6 were obtained for
the benchmark, o�cial Fermi IEM. Possible degeneracies
with the IEM as a single component were incorporated by
means of the normalization parameter Agal. As such, the
results presented in the figure reflect statistically valid
upper limits under the assumption that systematic un-
certainties of the IEM and its constituents are small as
compared to statistical uncertainties. However, degen-
eracies between the DM component with particular IEM
constituents, such as IC emission, remain possible.

To estimate the scatter of the upper limits with re-

TABLE I. Composition of the gamma-ray sky for |b| � 30�.
The quantities qps, qgal, and qiso denote the fractional con-
tribution from the corresponding component to the inte-
gral map flux Ftot. The total flux Ftot is given in units of
10�7 cm�2s�1sr�1.

Component 1.04�1.99GeV 1.99�5.0GeV 5.0�10.4GeV
Sources (qps) 0.28+0.03

�0.03 0.21+0.03
�0.02 0.21+0.04

�0.03

IEM (qgal) 0.714+0.007
�0.005 0.675+0.008
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�0.018

Isotropic (qiso) 0.03+0.02
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Ftot 7.828+0.016
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spect to the di↵use Galactic foreground emission, Fig. 7
compares the results obtained previously to upper limits
derived for the selection of three other IEMs. The IEMs
considered here were selected to bracket plausible Galac-
tic foreground emission scenarios. We chose models A, B,
C as discussed in Section IIA. The figure depicts upper
limits for DM particle masses 15, 50, and 100GeV, con-
sidering annihilation into bb and ⌧

+
⌧
�. We find that the

upper limits obtained for model B are almost always the
least constraining, because its IC emission component for
|b| > 30� is less prominent than in model A and C, thus
leaving room for a larger DM contribution. The ampli-
tude of the scatter due to the di↵erent IEMs is about a
factor 2-3, depending on the energy bin, and is therefore
comparable to the band of the expected sensitivity inher-
ent to our analysis method. These upper bounds on h�vi
are compared to the limits obtained from the observation
of dwarf spheroidal galaxies, see Ref. [66].

VI. CONCLUSIONS

It has recently been shown (see Z16a,b) that statisti-
cal properties of the Fermi-LAT photon counts map can
be used to measure the composition of the gamma-ray
sky at high latitudes, determining dN/dS down to fluxes
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FIG. 4. Comparison of the actual flight data with the statistical expectation for the null-hypothesis as derived from simulations.
The DM ROI (see Fig. 5) has been considered in the three energy bands 1.04–1.99GeV (left panel), 1.99–5.0GeV (middle panel),
and 5.0–10.4GeV (right panel). The analysis setup refers to a DM mass of 15GeV, and the ⌧+⌧� annihilation channel. The
gray-shaded bands depict the 68% (darkgray) and 95% (light-gray) confidence intervals derived from the statistical scatter of
the ADM profile likelihood functions, as obtained from simulations of the gamma-ray sky by assuming ADM = 0. The solid
black line shows the corresponding result obtained from the actual data.

FIG. 5. The DM ROI considered in this analysis. The Moll-
weide projection depicts the benchmark IEM template in
Galactic coordinates, centered on the GC. The map shows
the integral flux Fgal between 1.99 and 5.0GeV. The area
outside the DM ROI has been masked in gray.

(qgal), and from the di↵use isotropic background com-
ponent (qiso). Given the lacking significance for a pos-
sible DM component, here its contribution is assumed
to be negligible. The quantities in Tab. I refer to the
1pPDF analysis using GPBL mask. Very similar results
are found using our final DM ROI, with larger uncertain-
ties due to smaller statistics.
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results presented in the figure reflect statistically valid
upper limits under the assumption that systematic un-
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C as discussed in Section IIA. The figure depicts upper
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sidering annihilation into bb and ⌧
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upper limits obtained for model B are almost always the
least constraining, because its IC emission component for
|b| > 30� is less prominent than in model A and C, thus
leaving room for a larger DM contribution. The ampli-
tude of the scatter due to the di↵erent IEMs is about a
factor 2-3, depending on the energy bin, and is therefore
comparable to the band of the expected sensitivity inher-
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It has recently been shown (see Z16a,b) that statisti-
cal properties of the Fermi-LAT photon counts map can
be used to measure the composition of the gamma-ray
sky at high latitudes, determining dN/dS down to fluxes

The Region of Interest (ROI) 
Found empirically, must be stable 
against sky simulation 

Optimization of the ROI

Likelihood on the null hypothesis (no DM) - Solid line: actual flight data 
The method is reliable, the ROI is reliable



The diffuse Galactic emission,  
a major systematics 

The intensity of a (diffuse) galactic dark matter annihilation component  
is very sensitive to models for γ-ray DGE models

9

FIG. 6. Upper limits (95% CL) on the DM self-annihilation cross section h�vi as a function of the DM particle mass mDM, as
obtained with the 1pPDF analysis using the DM ROI for 8-year Fermi-LAT data (Pass 8). The DM halo of the Galaxy was
assumed to follow an Einasto profile. Upper limits are given for separate analyses of the (i) 1.04–1.99GeV (black solid line),
(ii) 1.99–5.0GeV (red solid line), and (iii) 5.0–10.4GeV (blue solid line) energy bins. The shaded bands reflect the expected
sensitivity (95% confidence level) as derived from simulations. The left (right) panel shows upper limits for total annihilation
into bb (⌧+⌧�) final states. The limits are compared to recent limits obtained from the observation of dwarf spheroidal galaxies,
see Ref. [66] (orange dashed line and shaded region).

FIG. 7. Upper limits (95% CL) on the DM self-annihilation cross section h�vi for bb (left panel) and ⌧+⌧� (right panel) final
states and mDM = 15, 50, 100 GeV using the DM ROI for 8-year Fermi-LAT data (Pass 8), obtained assuming the benchmark
IEM (black solid line), model A (green solid line), model B (red solid line), and model C (blue solid line) as discussed in
Section IIA. The DM halo of the Galaxy was assumed to follow an Einasto profile. Upper limits are given for the three
energy bins (i) 1.04–1.99GeV (left panel), (ii) 1.99–5.0GeV (middle panel), and (iii) 5.0–10.4GeV (right panel). The limits
are compared to the limits obtained from the observation of dwarf spheroidal galaxies, see Ref. [66] (orange dashed line). For
illustrative purposes, the yellow band depicts the 95% quantile of the median expected sensitivity of the dwarf spheroidal galaxy
analysis.

about one order of magnitude lower than current cata-
log detection limits. The high latitude gamma-ray sky
is modeled with at least three components, represented
by an isotropic distribution of point sources, a di↵use
component of Galactic foreground emission, and di↵use
isotropic background. In this paper, we have extended
the photon count statistics 1pPDF method developed in

Z16a,b to a further component of the high-latitude sky,
given by Galactic DM distributed in a typical smooth
halo. We have employed the 1pPDF method to derive up-
per bounds on the possible contribution from halo DM in
terms of the self-annihilation cross section h�vi, for DM
masses spanning the GeV to TeV range.

We find that the 1pPDF method applied to eight years

Fermi Coll. upper bounds from dwarf spheroidal galaxies (Ackermann et al. PRL 2015) 



Existing data on antimatter and gamma-rays do not necessarily require 
exotic (DM) interpretation, but need a highly precise astrophysical 

treatment of the backgrounds and  
the regions in which they are produced and propagated.  

•POSITRONS are well fitted by known, powerful galactic sources.  
                     DM interpretation still open, but less natural  
•ANTIPROTONS are a powerful constraining means on the DM 
annihilation intensity  

•ANTIDEUTERONS are challenging, but with the highest detection 
potentials 

•GAMMA-RAY are now extremely powerful. A major limit is the  
     ubiquitous galactic diffuse emission

Conclusions



Adding a Dark Matter component: 
Upper bounds on annihilation cross section/decay time 

from fitting AMS-02 lepton data

The upper bounds are obtained with astrophysical components AND a 
contribution from Dark Matter annihilation / decay   

(MED propation model, Einasto DM radial density profile). 
Limits on annihilation cross section at the thermal value  

For  m<200 GeV and e+e- annihilation channel 

Di Mauro, FD, Fornengo, Vittino JCAP 2016



The Fermi-LAT data

- 6 years Data (P7REP, standard selection 
   cuts, front event only) 

- Latitude |b|>30o 

- Single bin: 1-10 GeV 

- Correction for point spread   
   function (PSF) smearing 

- Correction for EXPOSURE 
    inhomogeneities performed  
    on 20 equally-spaced regions  

The photon map

The exposure map



The MBPL approach 
Fits over 2Nb+4 parameters:

• 2 free breaks are sufficient to fit the dN/dS  
• n2=1.97 ±0.03: the intermediate (10-10-10-8 cm-2s-1) flux region is 

extremely well constrained (due to high statistics) 
•  Agal ~ 1 for the galactic foreground, fitted at per mille level  
      (i.e. 1.073±0.004) 
• Cut-off at faint sources can be intrinsic or a sensitivity limit 



1p-PDF, power of the energy binning 

Different models for the  
gamma-ray luminosity of   
BL Lacs can lead to significant 
differences in the non resolved 
flux region. 

The 1p-PDF method will be a 
powerful tool to constrain 
models for extragalactic 
sources 

Preliminary


