[bookmark: _xf1d5f70oicj]IRIS TWG Meeting, 9th April 2019
[bookmark: _60vlxvumodit]Attendees
Andrew Sansum (Chair), John Kewley (Notes), Nigel Hambly, John Taylor, Alex Dibbo, Andrew McNab, Chris Reynolds, Daniela Bauer, Lydia Heck, Matt Doidge, Stig Telfer, Daniel Traynor, Paul Hopkins, Warren Jeffs, Mihai Duta, Peter Love, Duncan Rand, 
[bookmark: _210jsuczbgas]Apologies
Jens Jensen, Ian Collier, 
[bookmark: _uy9wge85he8p][bookmark: _1eisvq5sg1bt]Andrew’s Notes from the F2F
1. Organise advanced network F2F meeting (virtual?)
· JK to setup a Zoom meeting for this
2. Organise extended data movement TWG meeting (or is it a F2F?)
· Zoom or maybe London F2F
· Look at DLS’s experience
· Also we have different people using different tools
3. Organise roadmap wrap-up session (virtual)
· AS (+ JK for admin) to set this up
4. Carry out due diligence on completed digital assets 
· AS will email out at some point to get info on what has been done so far
5. We need a more detailed roadmap for IRIS AAI (do we do this through the existing AAI working group)
· Maybe we need a list of Qs they should consider from the TWG
· AS: to speak to IC about this
· JK to ensure the Roadmap WG activities are reported back at a future TWG
6. IRIS year 1 summary report
· Action on AS – will seek input from various TWGers.
7. What do we do about VREs? Is there a follow-on to IRIS which develops this activity – can we find other funding sources
· 
8. We have some users of Checkin – how does this fit with IAM (see above)
· See above
· JJ (by email): “I think we need to make that IAM server available ASAP with a migration path for CheckIn users.”
9. Progressing Andrew McNab’s operations model talk.
· A McNab agreed to propose a model at a future TWG – at least a proposal for the first year or so to see how it goes
· JK to schedule a TWG slot for this
10. Do any Hypervisors need big disk drives?
· To be considered for future H/W procurements – came out of Hadoop discussions in the Gaia talk 
11. Long-lived nodes (don’t know now what the point here is)
· See 10. Above
·  LH: re storage requirements – need persistent storage for various reasons. Short-lived data also required.
· ST: curation aspects such as maintenance and updating needs considering
· See also OpenStack below
12. User requirements workshop for Openstack
· AS: suggest JT and JG speak about it
13. Policy framework for horizon (what is this has the spelling checker done something here??)
· To do with Openstack
14. What is the appropriate profile for IRIS – have we got it right – do we need to do anything (probably for DB not TWG)
· User not knowing who IRIS is – good as they shouldn’t really need to know BUT hard for them to ACK us if they don’t know about us
15. Access to Specialist Hardware
· DiRAC h/w
· SCD ML (Machine Learning) h/w?
· Hartree Centre (HC) Quantum Computing h/w
· TWG special meeting (with additional invitees)
AMcN: asks DiRAC people how Security incidents are managed across sites
LH: we have joint UserIDs and we have procedures in place even though there are various ways of authenticating. [Some] sites are using 2-factor AuthN.
AMcN: in which case it should be OK to just federate DiRAC and GridPP together, but top level Security docs would then mainly relate to the inter-working of the security contacts in the 2 communities. 
AoB + DONM
· [bookmark: _vf3pe8vm2r11]There were 7 “Other DA” submissions – two were similar so they were asked to resubmit so that now makes 6. They were due to have been considered already, but due to illness they’ll now be looked at in the coming week or so. Review Panel is Jeremy Yates, Jon Hays and Andrew Sansum.
[bookmark: _GoBack]3pm Tuesday 16th April (Zoom)

