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Useful Links

● Indico page: 
https://indico.ph.qmul.ac.uk/indico/conferenceDisplay.py?ovw=True&confId=54
3

● Kaggle page for the pulsar dataset: 
https://www.kaggle.com/pavanraj159/predicting-a-pulsar-star

● Github repo with all the code from these tutorials: 
https://github.com/adrianbevan/GRADnet-ML/tree/master/Pulsars

● Misc useful links for more information on machine learning:

● https://towardsdatascience.com/

● https://www.coursera.org/learn/machine-learning

● https://elitedatascience.com/learn-machine-learning

https://indico.ph.qmul.ac.uk/indico/conferenceDisplay.py?ovw=True&confId=543
https://indico.ph.qmul.ac.uk/indico/conferenceDisplay.py?ovw=True&confId=543
https://www.kaggle.com/pavanraj159/predicting-a-pulsar-star
https://github.com/adrianbevan/GRADnet-ML/tree/master/Pulsars
https://towardsdatascience.com/
https://www.coursera.org/learn/machine-learning
https://elitedatascience.com/learn-machine-learning
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The Data 

● Data is based on a Kaggle 
set investigating pulsars
● Pulsars are highly 
magnetized neutron stars 
that emit radiation from 
their magnetic poles
● Data contains 8 columns 
including metrics like 
kurtosis and dispersion of 
radiation measures
● The data also contains a 
target class: 0 or 1 
depending on not-a-pulsar 
or pulsar 
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What are we doing?

● Create 3 machine learning algorithms that 
identify pulsars from the data
● Understand how to use specific python 
modules to do this
● Get an idea of when to use and not use each 
algorithm
● sklearn, pandas, matplotlib, numpy, keras, 
tensorflow 
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Logistic Regression

● Statistical model that uses a logistic function to (usually) model a binary 
variable (0 or 1)
● An example of this function is the sigmoid:

● Uses gradient descent for the meat of the regression
● An issue with this approach is that extreme cases are presumed to become 
progressively rarer at a specific rate

● Not very good if one doesn’t have much data
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Logistic Regression

Example file: pulsar_logistic_sklearn.py
Data Preperation 

Model Creation

Visualization
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Decision Trees

Advantages Disadvantages

Simple to understand and interpret Not very robust

Useful for classification and regression Make locally optimal decisions

Requires little data preparation and can 
handle large data sets

Prone to over-fitting
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Boosted Decision Tree

Example file: pulsar_bdt.py
Data Preperation 

Model Creation

Visualization
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Artificial Neural Networks

Advantages Disadvantages

Among the most accurate of modelling 
approaches

Computationally intensive

Useful for classification and regression Easy to over- or under-training data:

Makes few assumptions about 
relationships in the data

Results in a complex black box model
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Artificial Neural Network

Example file: pulsar_ann.py
Data Preperation 

Model Creation

● 1 input layer, 1 hidden 
layer, 1 output layer

● 8 features, 1 output
● Minimum 8 neurons in the 

hidden layer
● Validation set to get an 

idea of accuracy per 
epoch
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Artificial Neural Network

Example file: pulsar_bdt.py

Visualization
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Something cool to end: GANs
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Backup: Gradient Descent

● F(x) is differentiable around 
point theta

● F will decrease fastest if 
going in the direction of 
negative gradient

● Gamma is some real, positive 
number

● Converges to a local 
minimum
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