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APSensing UK
● HP (1939) and Agilent Technologies (1999) heritage

● German based optical sensing technologies distributor (for over 25 years):

○ Distributed Temperature Sensors (DTS)

○ Distributed Acoustic Sensors (DAS)

○ Distributed Thermal Gradient Sensors (DTGS)

● Subsea and land cables with DAS and DTS power cable monitoring systems

● UK based Data Science Office in Basingstoke, focusing on Alarm systems 

using Machine Learning techniques
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Project I: Telemetry Dashboards with ML predictions
● Analyse time series data produced by DAS systems to monitor hardware health

● Parameters recorded and sent to a database periodically:
○ Disk and internal Temperatures
○ Fan Speeds
○ Disk Usages
○ Status/Error codes
○ Uptime/Reboot cycles

● Build a predictive model to determine current operating health status and future failure
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Telemetry Dashboard #1: Variables
InternalTemp1

diskTemp1,2,3
diskUsage1,2,3

Fan1,2

Adds days if reboot cycle is 
constant

Machine learning predictions based on different models

4



Not sent 
in >1 day

Temperatures ≥ 50 degrees

Disk Usage ≥ 700 TB

Telemetry Dashboard #1: Manual Thresholds
Fan Speed ≥ 6000 RPM

Days Booted < 1 (reboot 
cycle has counted)

NOT live

Live

Status/Error 
code from 
‘TBD12’
(defined on 
wiki)

Red text: Has an error IU not present, but files left over 5



Telemetry Dashboard #1: Machine Learning Columns
ML Process:
• Trim data to remove anomalies for training:

• Certain TBD12 codes
• No command timeouts
• Systems that have been running for more than a day 
• Temperatures less than 60 
• Fan speeds less than 7000
• Removed data 12 hours before shut downs

• Trains (and validate) models on this healthy data set
• diskUsage1, diskUsage3, diskTemp1, Fan1, internalTemp1, TBD2 

(PUTemp), uptime, BootTimer, Live (based on VIF analysis)
• NOT trained per ID (this gave bad results, not enough data)
• Append new data and train, if not anomalous  
• 80-90% validation
• Train on “Healthy“ data 12 hours before to test new incoming data
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Data Preprocessing

Scalers
● Re-scale data (eg: normalized, min-max scaling)

● Some models train better on different methods of scaled data, 
giving better results

Principal Component Analysis (PCA)

● Reduce dimensionality of training set by analysing relations 

between variables

● Determining which variables skew the data the most 

● Can make ML learning more efficient and run faster

● Use Linear regressions to find Variance Inflation Factor (VIF) 

and remove components of VIF>5
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PU Temp

IU Temp

IU Status



Data Preprocessing: Linear Regression Analysis
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Data Preprocessing: Linear Regression Analysis
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Data Preprocessing: Linear Regression Analysis
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Telemetry Dashboard #1: Machine Learning Columns

Linear Regressions:
• Sklearn Linear Regression model
• No scaling or PCA
• Checks predictions for

• InternalTemp1
• Fan1
• PU Temp

• Flags if RMSE > 10% of actual value, 
per three variables
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Support Vector Machine (SVM)
● SKLearn ML model that takes labeled training data 

● Outputs an “optimal hyperplane”, categorizes new examples

1 Class SVM
● Unsupervised outlier detection

● Estimates the support of a high-dimensional distribution

● Trains on “Healthy” class of data

● Tests new input data to determine if it fits within criteria of trained data

● Train on this new data if it is determined to be healthy, updates model
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Telemetry Dashboard #1: Machine Learning Columns

1 Class SVM:
• min_max_scaler
• PCA for 2 components
• Nu parameter: 0.1
• gamma='auto'

• Anomaly if SVM returns -1
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Isolation Forest
● SKLearn ML anomaly detection model

● Isolates observations by randomly selecting a feature 
○ then randomly selecting a split value between max 

and min values of that feature

● “Recursive partitioning” represented by a tree 
structure:

➢ Number of splittings required to isolate a sample == path length from the root node to the terminating node

➢ Path length, averaged over a forest of random trees == measure of normality and decision function

● Random partitioning produces noticeably shorter paths for anomalies

➢ If forest of random trees all produce shorter path lengths for samples, are likely to be anomalies

15



Telemetry Dashboard #1: Machine Learning Columns

IsolationForest:
• min_max_scaler
• PCA for 2 components

• Anomaly if returns -1
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Autoencoders
● Artificial neural network 

● Unsupervised ML model that learns from input data

● Given unlabeled training examples

● Applies backpropagation, sets target values to be equal to the 

inputs

● Gain insight on structure of the data by applying constraints to 

the network: limit number of hidden layers
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Autoencoders
● For small number of hidden units, network forced to learn a ”compressed” representation of the input, must 

try to ”‘reconstruct”’ the input 

● For random input, compression task would be very difficult. 

● But if there is structure in data, eg: correlated input features, then this algorithm will be able to discover some 

of those correlations. 

● Simple autoencoder learns a low-dimensional 

representation similar to PCAs.

● “Overkill” for simple data, can lead to over-fitting
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Telemetry Dashboard #1: Machine Learning Columns
Autoencoder:
• min_max_scaler
• No PCA
• 9 initial layers, 1 per                                                        

feature

• Anomaly if MSE>0.1
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Telemetry Dashboard #2: 

Plots per ID active in last 6 
days

Temperatures

Red: Anomaly point 
based on Autoencoder 
model

Orange: Error point based 
on TBD12 readoutGreen: healthy point, 

predicted by autoencoder Disk 1,2 
usages

Disk 3 usage

Fan speeds
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Telemetry Dashboard #2: 

Red dashed line: 
Hard Reboot

Last 7 days

Green dashed line: 
today
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Project II: Machine Learning Library Upload and Dashboard

● DAS systems alarm based on event types: Trains, Cars, Cable thefts

● Different ML libraries built to classify events

● Visualizations of events and model performance from updating database 
○ Automated and uploaded to dashboard
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Machine Learning Library:
 Upload Data Script 

• ‘Upload_Data.py’, gives hdf5 file location
• Takes features from Feature_Calculation file, feature_sizes
• Class from Folder names

• Sitename based on “Metadata/Country”

• Generates hash id, based on file name and row number, 
allows for overwriting on second upload

• Row is just index
• If file unspecified, will run on all ML library files
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Machine Learning Library: Dashboard 

• ‘plots.py’ running on Venus, pulls Elasticsearch data makes plots for 
Dashboard, curl plots to Pluto

• ‘script.py’ running on Pluto (/usr/lib/cgi-bin/ml_dashboard/, ith plots read from 
/var/www/html/ml_plots simlink to home/ml_plots)
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Machine Learning Library: plots.py 

Filter for class name

Class name list from data

Filename list from data
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Machine Learning Library: plots.py 

Class name list from data

“rms”
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Machine Learning Library: plots.py 

Class name list from data

“peak_to_peak”
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Machine Learning Library: plots.py 
All “MFCC” values

Average values
Average + standard dev

Average - standard dev

Maximum
Minimum
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Machine Learning Library: plots.py 
All “FBE” values

Average values
Average + standard dev

Average - standard dev

Maximum
Minimum
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Machine Learning Library: plots.py 
All “FFT” values

Average values
Average + standard dev

Average - standard dev

Maximum
Minimum
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Machine Learning Library: plots.py 
Loop over class names in 
cname

“peak_to_peak”

For each “Row” of data

Filter the class name

Normalize peak to peak
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Machine Learning Library: plots.py 
Loop over class names in 
cname

“rms”

For each “Row” of data

Filter the class name

Normalize rms
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Machine Learning Library: plots.py 
Class names list

“FBE” fields

Loop over class

Class filter
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Summary and Outcomes
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● Explored real implementations of ML models for data science, in a workplace scenario:

○ Successfully implemented ML model to detect anomalies in incoming data (see plot)

○ Created updating databases for new ML statistics and visualizations



Summary and Outcomes
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Improvements of Soft Skills:

● Project time management, task priority assessing and keeping to deadlines
● Liaising/teamwork with colleagues on project details/plans
● Taking leadership on a project and reporting findings
● Tackling issues relating to project difficulties/compromises (small amounts of data, limits to software packages, 

etc.)
● Group meetings and scheduling
● Creative thinking and approaches to different data types
● Presenting results and project hand-off details/instructions

Improvements of Data Science Skills:

● Data exploration, wrangling and analysis, understanding and filtering valuable information
● Appropriate usage of different ML models (Linear regression, 1 class svm, autoencoders)
● Various programming languages and modules


