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Large Hadron Collider (LHC)
27 km circumference
100 m underground tunnel



LHC collisions

Crossing of the two proton beams at an interaction
point is called Event

2808 bunches/beam with 1.1×1011 protons/bunch

7.5 cm × 16 µm bunch size (human hair: ∼50 µm)

∼30 MHz bunch crossing (40 MHz if the machine is
full with 1 bunch crossing every 25 ns)

Up to 60 collisions per bunch crossing (pileup) in 2018

Collisions at
√
s = 13 TeV (6.5 TeV per beam) in Run 2

→ to be potentially increased to
√
s = 14 TeV in Run 3

(LHC designed maximum collision energy)
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LHC schedule

LHC schedule recently updated, Run-3 start in Feb 2022 and extended to 2024

Nominal design luminosity of 1×1034 cm−2s−1 achieved on 26 June 2016

Record peak luminosity of 2.1×1034 cm−2s−1 achieved on 5 May 2018

A. Ruiz (IFIC) 21 January 2021 4



The ATLAS experiment

ATLAS is a multipurpose experiment, targeting a large variety of Standard Model
measurements over many orders of magnitude in cross section and searches for
new physics (SUSY, Dark Matter, etc.)

For 13 TeV proton-proton collisions at 2×1034 cm−2s−1, expect 600 Hz of
W (→ lep) and 0.01 Hz of ttH
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√
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Standard Model Total Production Cross Section Measurements
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The ATLAS Trigger System

Trigger (online event selection for permanent storage) is of paramount
importance since is the first cut applied to any physics analysis

Two level trigger system

↓ 40 MHz

Level-1 (L1)
- Hardware-based trigger

- Inputs from Calorimeter and Muon systems with coarse

detector granularity defining Regions of Interest (RoIs)

- Latency: < 2.5 µs

↓ 100 kHz

High Level Trigger (HLT)
- Software-based trigger

- Full detector granularity

- Latency: ∼ 0.5 s average

↓ 1 kHz average × 1 MB/event = 1 GB/s
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ATLAS Trigger evolution from Run-1 to Run-2

Run-2 environment significantly harsher than Run-1:

Higher center-of-mass energy: 8→ 13 TeV
Higher peak luminosity: 0.76×1034 → 2.1×1034 cm2s−1

Higher pileup: 35→ 60
Bunch spacing: 50→ 25 ns

ATLAS TDAQ system improvements for Run-2:

Higher bandwidth:
L1 from 60 to 100 kHz
HLT from 400 to 1000 Hz
Possibility of topological selections at L1: L1Topo
Unified HLT (Level-2/EF) architecture
Deferred triggers: store subset of the events in the DAQ system, to be
processed later during (between) fills
Data Scouting: write out events with only trigger objects
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ATLAS Trigger evolution from Run-2 to Run-3

Run-3 environment significantly harsher than Run-2:

Possibly higher center-of-mass energy: 13→ 13.5 - 14 TeV
Luminosity levelling at 2×1034 cm2s−1

ATLAS Phase-1 upgrades and main improvements for Run-3:

L1 Calorimeter trigger (L1Calo)
L1 Topological trigger (L1Topo)
L1 Muon trigger (L1Muon) endcap sector logic
Muon to Central Trigger Processor Interface (MUCTPI)
New Small Wheel (NSW) (MicroMegas (MM) and small-strip TGC (sTGC))
New RPC detectors (RPC-BIS78)
New coincidences between TGC-BW and NSW/RPC-BIS78
Multi-threaded software framework (AthenaMT)
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ATLAS Trigger and Data Acquisition System in Run-3
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Catrin Bernius (SLAC)

Run-3 ATLAS TDAQ System
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Run-3 L1Calo system

Both legacy and Phase-1 L1Calo systems will run in parallel for commissioning

3Alison A Elliot  (QMUL)                                                                                                ATLAS Weekly                                                                     12 January 2021

L1Calo UpgradeATLAS L1CALO UPGRADE

L1CALO UPGRADE: MOTIVATION
�5

▸ Harsh LHC conditions in Run 3  
▸ L1 trigger rates are vulnerable to pileup  

▸ Higher-granularity LAr calorimeter inputs 
(SuperCells) provide improved resolution

▸ New ATCA-based Feature EXtractors (FEX)  
▸ More sophisticated algorithms  
▸ Large optical input bandwidth (11.2 Gb/s) 
▸ Improved isolation and pileup robustness 
▸ Reduced rates while keeping thresholds low 

▸ Phase-1 & legacy systems will run in parallel 
during commissioning

Run 1 & 2

Δη x ΔΦ = 0.1 x 0.1

Run 3 
SuperCells

Δη x ΔΦ
 = 0.025 x 0.1

New for Run 3 Legacy: Run 1 Legacy: Run 2
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Run-3 L1Calo system

Finer-granularity LAr Calorimeter input:

0.1x0.1 trigger tower→ 10 ET values
from ”1-4-4-1” samples (SuperCells)

Better resolution and background
rejection
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Super Cells
Level-1

Front
SC_layer=1
SC_region=0
SC_eta=0...55 [ =0.025]
SC_region=1
SC_eta=56..58 [ =0.025]
SC_phi=0...63 [ =0.1]

Back
SC_layer=3
SC_region=0
SC_eta=0...12 [ =0.1]
SC_eta=13 [ ~0.05]
SC_phi=0...63 [ =0.1]

60 cells per Trigger Tower; all layers summed  

EM layer 0
Presampler: 4x1
 x =0.025x0.1)

EM layer 1
Front: 32x1
 x =0.003125x0.1)

EM layer 2
Middle: 4x4
 x =0.025x0.025)

EM layer 3
Back: 2x4

x =0.05x0.025)

LAr EM Barrel 

Presampler
SC_layer=0
SC_region=0
SC_eta=0...13 [ =0.1]
SC_region=1
SC_eta=14(15) [ ~0.1(0.12)]
SC_phi=0...63 [ =0.1]

Phase-I Upgrade 
Level-1 Trigger Granularity (Super Cells)

EM layer 0
Presampler: 4x1
 x =0.025x0.1)

EM layer 1
Front: 8x1
 x =0.003125x0.1)

EM layer 2
Middle: 1x4
 x =0.025x0.025)

EM layer 3
Back: 2x4
 x =0.05x0.025)

Middle
SC_layer=2
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SC_eta=0...55 [ =0.025]
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SC_eta=56 [ c0.075]
SC_phi=0...63 [ =0.1]



Level-1 Trigger Granularity (Trigger Towers)
10 Super Cells per Trigger Tower

Existing System
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Run-3 L1Calo system

New ATCA-based Feature EXtractors (FEX):

eFEX (electron feature extractor)

24 ATCA modules covering |η | ≤ 2.5

Granularity: 0.025×0.1 (supercells)
Identifies electrons, photons and taus
More sophisticated clustering algorithms and isolation

jFEX (jet feature extractor)

7 ATCA modules covering |η | ≤ 4.9

0.1×0.1 input trigger-tower data
Identifies jet, Emiss

T , hadronically-decaying taus
Sophisticated “round” jet algorithms

gFEX (global feature extractor)

1 ATCA module to process the entire calorimeter data
0.2×0.2 input tower-sum data
Full-scan algorithms to compute global event quantities
Many different MET algorithms to be explored

THE PHASE-1 UPGRADE OF THE ATLAS
LEVEL-1 CALORIMETER TRIGGER
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Commissioning strategy, installation plans

• 5 ATCA shelves (jFEX,
eFEX/gFEX, Topo, LAr, L1Muon)

• VME Crate for TREX and TTC
(Timing and Trigger Control)

• DAQ
• Legacy DCS for TREX
• DCS machine from Central DCS

for ATCA

Commissioning in ATLAS
Once modules will be installed they will be integrated in ATLAS combined test runs with
other available detectors. First integration tests foreseen to start in fall 2020.
Final commissioning will be done with LHC collisions, use Run2 legacy system to
commission and qualify Run3 system. Later most of Run2 L1Calo will be decommissioned.

Installation in the ATLAS electronic cavern
Fibre installation in progress. Module installation scheduled for
the next months.

Run2 vs Run3:
Granularity 10 times higher of L1Calo LAr inputs 
• improvements of L1Calo algorithms;

• better isolation;

• better triggered object selection;

• improved pile-up corrections;

• significant  performance improvement.

eFEX

Z→ee MC 
Run2

eFEX improvements: energy resolution of EM clusters
(top, Ref[1]), turn-on curves for electrons (bottom, Ref[3])

L1Calo is a hardware-based pipe-lined system processing signals from the liquid-argon (LAr) and tile calorimeters and provides trigger
signals to the Central Trigger Processor (CTP). It identifies events containing calorimeter-based physics objects, including electrons,
photons, taus, jets, and missing transverse momentum.
In preparation for Run3, when the LHC is expected to run at higher energy and instantaneous luminosity, L1Calo and LAr are implementing a
significant upgrade programme, in order to better perform in a challenging high-luminosity and high-pileup environment. The existing
hardware will be replaced by a new system of feature extractor (FEX) modules, which will process finer LAr granularity information and
execute more sophisticated algorithms to identify physics objects.

The ATLAS Level-1 calorimeter trigger (L1Calo) in Run3

Performance studies

LHC
40 MHz

Level-1 Hardware

2.5 μs
100kHz

Real time path transmission tests

Individual module tests
Different modules made and tested by (~15) different institutes, then shipped to CERN
for integration tests.

Commissioning at the TDAQ Surface Test Facility (STF)
Goal: fully-synchronized data transmission on all real-time and readout paths.
In use for tests since Feb'19. Vertical slice tests held ~monthly Nov’19–Feb’20.

Feature Extractors (FEX)
• ATCA modules with FPGAs
• Large optical input bandwidth
• Large processing capacity
eFEX: isolated e/J & W candidates.
jFEX: jets (& large W), 6ET, Et

miss.
gFEX: large radius jets, ET

miss, entire
calorimeter data available in a single module.

A 70 GeV e- as seen by Run2 and upgraded Run3 L1Calo. Ref[1]

Run2 Run3

Run2

gFEX 

gFEX improvement of turn-on curves for
multiple L1Calo jets. Ref[4]

TopoFOX & FOX 
Fibre mapping.

TREX: Pre-Processor rear extension
module. Provides the Tile digitised results to
the FEXes (optically) and maintains the
legacy trigger path (electrically) to CP and
JEP processors.

ROD: ReadOut Driver, collects & buffers
data across shelves and transmits them to
DAQ system.

HUB: Control, clock in e/jFEX and L1Topo
ATCA shelves.

L1Topo: inputs from L1Calo and L1Muon.
Topological algorithms computation
applying kinematic and angular
requirements on EM clusters, jets, μ, 6ET.
Based on jFEX hardware:
• 3 ATCA modules with 2 FPGAs (Xilinx

Ultrascale+) each.
• x3 processing power of current Topo.

jFEX improvement of turn-on curves for jets
with nearby jets. Ref[3]

jFEX

HH→bb(bb)
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Run3 vs Run2 expected EM trigger rate
reduction. Ref[2]

Run2

Run3

TREX-FOX long fibres 
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Real time path fibre drawing
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CERN Surface Test Facility

jFEXeFEX

gFEX

Topo

ROD

HUB

FOX

TREX

Run3Run2

THE PHASE-1 UPGRADE OF THE ATLAS
LEVEL-1 CALORIMETER TRIGGER
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Run-2 L1Calo system performance

Run-2 L1 EM22VHI

V: η-dependent ET threshold to

correct for variations in material

H: Hadronic core isolation

I: Electromagnetic isolation

L1Calo$EM$clustering$

24(April(2015( G.(Pásztor:(Electron(/(photon(triggers( 5(

12/9/15 Trigger E/gamma — R. M. White

L1 EM Isolation

20

L1 EM Isolation performed as expected during 2015 
Isolation at 40 GeV: Cluster energy 39.0 - 42.5    Isolation 
energy: 3.0 GeV 
Consistent efficiency difference between isolated/non-
isolated L1 items (from T0 monitoring of L1 triggers and 
comparison of HLT efficiency from full stats) 
Impact ~ 2% at 40 GeV —> Rate reduction ~ 40%!

T&P monitoring of L1 trigger efficiency

Comparison of HLT efficiency with 
different L1 seed

~ 2% @ 40 GeV

< 2% @ 40 GeV

Single EM is the L1 trigger with the highest rate (>>>30 kHz at peak lumi 2E34)

→ Generic trigger for inclusive W → eν measurements and analyses requiring at least a low-ET electron
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Run-3 L1Calo system performance

In Run-3, the main gain comes from the reduction of L1 electron trigger rate

ATLAS-TDR-023-2013

ATLAS Phase-I Upgrade
Trigger and Data Acquisition

Technical Design Report
30 November 2013

and can sharpen the turn-on curves shown in Figure 3a, allowing the offline pT threshold to
be significantly reduced [2.4].
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Figure 3: (a) Efficiency vs reconstructed electron pT using the existing system in the Run 2 configura-
tion with an isolation cut (black circles), and in Run 3 (after the Phase-I upgrade) with the Rh cut (red
triangles). For both systems, the ET threshold value varies with h to correct for variations in material.
(b) EM trigger rates for Run 2 (black circles) and Run 3 (red triangles) systems. The ET scale is the
offline electron pT for which the ET thresholds used would give 90% of the plateau efficiency.

2.2.2 Hadronic tau rate

Individual hadronically-decaying tau leptons will be identified at Level-1 with a method very
similar to that used for electrons, except that the hadronic energy behind the EM core is
included in the energy sum.

The rate of these tau triggers will be reduced using electromagnetic isolation. For example,
a variable similar to Rh has been shown to give a rejection of 1.3 to 1.4 in the eFEX. In the
jFEX, a wider area isolation region can be used.

Because of the energy carried away by the neutrinos in tau decays, the thresholds for
hadrons from taus must be lower than those for muons and electrons produced directly from
W boson decays. However, the rate at Run 2 for a hadronic tau trigger threshold of 15 GeV is
nearly 1 MHz, dominated by multi-jet background, making it impossible to trigger on single
tau leptons produced by electroweak-scale objects. Instead, di-object triggers are used together
with topological cuts.

2.2.3 Muon rate

Without changes to the trigger system, the rate of single-muon triggers (pT > 20 GeV) would
be more than 50 kHz at 3⇥1034 cm�2 s�1 as can be seen in Table 1. The bulk of this rate
originates from beam backgrounds that produce relatively low energy protons in the forward
muon spectrometer which in turn produce both random and correlated hits. In contrast to the
electron and hadronic tau triggers, where the relative pT resolution of the calorimeter improves
as pT increases, the relative momentum resolution of the muon spectrometer degrades as
pT increases. Because of the limited spatial resolution of the present Level-1 muon system,
significantly raising the nominal pT threshold above 20 GeV produces a slow turn-on curve
that is passed by a large number of muons below the threshold, but at the same time still
has ⇠10% inefficiency well above the threshold [2.5]. The strategy for Run 2 is to control the

2.2 Rates and Performance 9

Exploring different shower shape variables
(sharper turn-on curve, lower rate)
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Muon system

Fast readout for triggering (no pT measurement, only threshold passed and
multiplicities):

Resistive Plate Chambers (RPCs) for barrel (|η |< 1.05)
Thin Gap Chambers (TGCs) for endcap (1.05 < |η |< 2.4)

High resolution for precision tracking:

Monitored Drift Tubes (MDTs)
Cathode Strip Chambers (CSCs)

Toroidal magnets provide average magnetic field of 0.5 T

ATLAS Phase-I Upgrade
Trigger and Data Acquisition

Technical Design Report
30 November 2013
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Figure 2: Schematic side view of the ATLAS muon spectrometer depicting the naming and
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Fig. 1 A cut-away drawing of
the ATLAS inner detector and
calorimeters. The Tile
Calorimeter consists of one
barrel and two extended barrel
sections and surrounds the
Liquid Argon barrel
electromagnetic and endcap
hadronic calorimeters. In the
innermost radii of ATLAS, the
inner detector (shown in grey) is
used for precision tracking of
charged particles

Fig. 2 Segmentation in depth and η of the Tile Calorimeter modules in
the barrel (left) and extended barrel (right). The bottom of the picture
corresponds to the inner radius of the cylinder. The Tile Calorimeter is

symmetric with respect to the interaction point. The cells between two
consecutive dashed lines form the first level trigger calorimeter tower

(one inserted from each face) and extended barrel modules
are read out by one drawer each. Each drawer typically con-
tains 45 (32) readout channels in the barrel (extended barrel)
and a summary of the channels, cells and trigger outputs in
TileCal is shown in Table 1.2

The front-end electronics as well as the drawers’ Low
Voltage Power Supplies (LVPS) are located on the calorime-
ter itself and are designed to operate under the conditions

2The 16 reduced thickness extended barrel C10 cells are readout by
only one PMT. Two extended barrel D4 cells are merged with the cor-
responding D5 cells and have a common readout.

of magnetic fields and radiation. One drawer with its LVPS
reads out a region of ∆η × ∆φ = 0.8 × 0.1 in the barrel and
0.7 × 0.1 in the extended barrel.

In the electronics readout, the signals from the PMT are
first shaped using a passive shaping circuit. The shaped
pulse is amplified in separate high (HG) and low (LG) gain
branches, with a nominal gain ratio of 64:1. The shaper, the
charge injection calibration system (CIS), and the gain split-
ting are all located on a small printed circuit board known
as the 3-in-1 card [6]. The HG and LG signals are sampled
with the LHC bunch-crossing frequency of 40 MHz using a
10-bit ADC in the Tile Data Management Unit (DMU) chip

����� ��

Tile Extended-Barrel

Figure 35: The ATLAS Muon Spectrometer with the view of the New Small Wheel and the Tile calo-
rimeter

Endcap Sector Logic. This information consists of position (R and f) and dq, the deviation of
the incidence angle from a straight line to the IP.

The final trigger decision is done by merging the R � f coincidence of signals from the
BW-TGC and the information from the NSW.

Figure 38 shows the pivot plane formed by the TGC doublet plane (TGC3) furthest from
the IP. The pivot plane is divided into two regions, Endcap (|h| < 1.9) and Forward (|h| > 1.9).
The Endcap region is divided into 48 trigger sectors in f, where a trigger sector is a logical
unit that is treated independently in the trigger. Similarly, the Forward region is divided into
24 trigger sectors. The segmentation of trigger sectors projectively corresponds to the layout
of the TGCs in the Big Wheels. The red lines in Figure 38 show projective boundaries on
the NSW detector, which covers 1.3 < |h| < 2.4 and whose structure has octant symmetry.
Each octant has a Large NSW sector and a Small NSW sector. Boundaries of the NSW do not
coincide with the segmentation of the trigger sectors. The segmentation of the trigger sectors
and granularity of the Region-of-Interest (indicated by a red box labelled ROI in Figure 38)
for the Phase-I upgrade are not changed from those of the present system. The sizes of the
ROIs are approximately 0.025⇥0.030 in h � f.

Two types of sector logic boards will be developed, the “Endcap Sector Logic” board and
the “Forward Sector Logic” board for the endcap and forward regions respectively. A single
Sector Logic board serves two adjacent trigger sectors, therefore 24 Endcap and 12 Forward
Sector Logic boards per side are required.

68 4 Level-1 Muon Trigger
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New muon detectors for Run-3

New Small Wheel (NSW):

Designed to provide a ∼7 fold increase for fake muons rejection rate for the HL-LHC

Upgrade for Run 3 replacing the current first station of the muon end-cap system

The NSW exploits two detector technologies:
• The Micromegas (MM) detectors optimized for precision tracking
• The small-strip TGC (sTGC) optimized for triggering

New RPC detectors (RPC-BIS78) will be added to the boundary region
between barrel and endcap

New coincidences between TGC-BW and NSW/RPC-BIS78 will be introduced
to mitigate fake triggers and to improve the pT resolution

2 

 
Figure 1: Schematic of ATLAS showing the three wheels of the endcap muon detection system [4]. 
Each wheel records the position of passing muons and the information is used to reconstruct their tracks. 
Also, the big wheel’s data feeds into ATLAS’ level 1 trigger [5], which decides whether to record data 
from a collision. 
 
The current small wheel needs replacing because the increased number of collisions will reduce 

its efficiency and position resolution. Moreover, the new trigger system will require that tracks 

that trigger the big wheel must also correspond to tracks in the small wheel to improve its 

reliability (currently, the system has a 90 % fake trigger rate) [2].  

A schematic of the new small wheel (NSW) is shown in Figure 2. It is formed of two types of 

detectors, small strip thin gap chambers (sTGCs) and Micromegas. Both detector technologies 

are capable of triggering and tracking, however, the sTGCs are the primary triggers while the 

Micromegas are the primary trackers [2]. 

Small-Strip Thin Gap Chambers Auriane Canesse

1. Introduction

The ATLAS [1] New Small Wheels (NSW) will replace the current first station of the ATLAS
muon end-cap system [2]. They are designed to provide a ⇠7 fold increase in rejection rate for fake
muon triggers and an improved muon momentum measurement at the High-Luminosity LHC (HL-
LHC). The NSW exploit two detector technologies: the Micromegas (MM) detectors [3] optimized
for precision tracking and the small-strip Thin Gap Chambers (sTGC) [4] optimized for triggering.
One wheel is made of 16 sectors and each sector is composed of two sTGC wedges and one MM
double-wedge as shown in Figure 1. The sTGC wedges are made of three quadruplets modules,
each composed of four sTGC layers.

Small-strip Thin Gap Chambers are multiwire ionization chambers operated in quasi-saturated
mode. Each layer is made of segmented cathodes and anode wires (see Figure 2). One cathode is
divided into large pads used for triggering: a 3-out-of-4 coincidence within a quadruplet (4 layers)
is required. The other cathode is divided into strips with a 3.2 mm pitch for precision muon track
reconstruction in the [ direction. The sTGC are operated at a voltage of 2.8 kV with a 55:45 gas
mixture of CO2 and n-pentane. Track segments are reconstructed from charge clusters of typically
3 to 5 strips. The cluster centroid position is obtained from a Gaussian fit of the strip pulse height
distribution.

Figure 1: Schematic diagram showing the location
of sTGC on the NSW and within the ATLAS detector.

Figure 2: Schematic diagram of a sTGC [2].

2. Spatial resolution measurements

Cosmic rays study: The spatial resolution of a 40x60 cm2 sTGC quadruplet prototype equipped
with prototype front-end readout electronics was measured using cosmic rays. Scintillator detector
planes were used to provide a trigger signal [5]. To measure the prototype’s spatial resolution, track
segments were reconstructed using hits from 3 and from all 4 layers. Inclusive and exclusive track
fit residuals were obtained after correcting for inter-layer misalignment. The spatial resolution is
obtained from the geometric mean of the inclusive and exclusive residual distributions widths. The
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New muon detectors for Run-3

New Small Wheel (NSW):

Designed to provide a ∼7 fold increase for fake muons rejection rate for the HL-LHC

Upgrade for Run 3 replacing the current first station of the muon end-cap system

The NSW exploits two detector technologies:
• The Micromegas (MM) detectors optimized for precision tracking
• The small-strip TGC (sTGC) optimized for triggering

RPC-BIS78: new RPC detectors will be added to the boundary region between
barrel and endcap

New coincidences between TGC-BW and NSW/RPC-BIS78 will be introduced
to mitigate fake triggers and to improve the pT resolution
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L1Muon system improvements
Run-2:

6 pT thresholds combining RPC and TGC information at MUCTPI:
MU4, MU6, MU10, MU11, MU20, MU21
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TGC: 15 pT thresholds, flags with track quality, charge information, etc.
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Level-1 Topological Trigger (L1Topo)

The Level-1 topological processor (L1Topo) is a new system installed in 2016,
operated in 2017 and 2018

Applies topological selections on L1Calo and L1Muon inputs to reduce the L1
rate (invariant mass, angular cuts, etc.)

In Run-2, L1Topo consisted of 2 ATCA modules with 2 processor FPGAs (Xilinx
Virtex7) each

In Run-3, L1Topo will consist of 3 ATCA modules with 2 FPGAs (Xilinx
Ultrascale+) each with x3 processing power

Run-2 L1Topo module Run-3 L1Topo module

Johannes Damp

Hardware, Firmware and Algorithms

12/01/2021Level-1 Topological Trigger Performance 3

• Installed in 2016, operated in 2017 and 2018
• Two modules with two processor FPGAs (Field Programmable Gate 
Array) each

• Input objects received from L1Calo and L1Muon encoding (𝐸T, 𝜂, 𝜙)
• 64 jets, 120 𝑒/𝛾, 120 𝜏, 32 𝜇, 1 𝐸Tmiss

• Create sorted list of 6 objects or shortened list of 10 objects above 𝐸𝑇
threshold 

• Perform topological algorithms on these lists
• Based on requirements similar to offline analysis cuts: Δ𝜂, Δ𝑅,𝑚inv, 𝐻𝑇 …

• Up to 128 output decision bits provided to the CTP

• Total latency of 200 ns: 
• 75 ns for deserialization and synchronization, 
• 75 ns for algorithm processing,
• 50 ns for data transmission

• By the end of 2018, a total of 113 topological algorithms and 17 
filtered lists were implemented
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Level-1 Topological Trigger (L1Topo)
H → ττ trigger efficiency H → ττ trigger rates

VBF L1Topo trigger efficiency B-physics L1Topo trigger rates
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High Level Trigger
HLT software-based trigger (100 kHz→ 1 kHz average)

Large computing farm, O(45k) processing units in 2018

Sophisticated selection algorithms run using full granularity detector information
in either RoIs or the whole event using the ATLAS software framework Athena
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ATLAS software framework for Run-3

Athena:

Multi-purpose data processing framework of the ATLAS Experiment used for:
Trigger, Simulation, Reconstruction and Analysis

Designed in 2000s, based on Gaudi, core framework shared with LHCb

The required CPU to run ATLAS reconstruction will increase dramatically for
future LHC data taking (Run 4 and beyond)

ATLAS is redesigning its core framework for native, efficient and user-friendly
multi-threading support (AthenaMT) already for Run 3
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Run-3 HLT Framework

ATLAS HLT Software requirements:

Needs to reconstruct physics objects and take decision within ∼0.5 s
Partially sharing of code with offline reconstruction, but cannot afford to
reconstruct full event (up to 30 s)
Using partial event reconstruction in RoIs and early rejection
In Run2, HLT implemented custom trigger algorithm scheduling and data
caching system

Migration to AthenaMT for Run 3:

Major rewrite of HLT software
HLT trigger is not limited by memory, but will profit from the redesign in
order to integrate more tightly with offline reconstruction
HLT requirements (partial event reconstruction in RoIs and early rejection)
considered during design of AthenaMT from the beginning
• Inter-event: multiple events are processed in parallel
• Intra-event: multiple algorithms can run in parallel for an event
• In-algorithm: algorithms can utilize multi-threading and vectorisation

Replacing own scheduling and caching by native Gaudi Scheduler, but still
aided by HLT-specific Control Flow logic to ensure early termination
Partial event reconstruction provided by Event Views
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HLT calorimeter and tracking software

Run 2:

HLT calorimeter topological clustering:

can run either within an RoI (i.e., τ) or in full

scan mode (i.e., jets)→ double-peak in

processing time distribution

HLT tracking:

computationally/readout/network traffic intense

to run tracking on complete event, RoI-based

tracking only used up to now (electrons,

muons, taus, b-jets, ...)

Run 3:

Regional tracking for leptonic signatures

Full Scan tracking for hadronic signatures

explored (Particle Flow jets, track-based MET)

• Track reconstruction speed up pursued

to be able to run in full scan mode
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Figure 15: The mean of the total processing time per event for the tracking related algoriths; (a) the data preparation
for the silicon detectors, (b) the fast, and precision tracking, (c) the TRT data preparaion and track extension, and (d)
the vertexing.

due to the early rejection in the trigger which terminates processing before running the precision tracking520

algorithm.521

The TRT data preparation and track extension are both reasonably fast and exhibit a more linear behaviour,522

since they are only executed on tracks from the precision tracking.523

Finally the vertex algorithms are seen to be very fast overall. The histogramming algorithm is in principle524

only executed once per event and, as in the previous section, is seen to have a mean time per call at high525

pile-up of around 0.3 ms, exhibiting only a slight dependence on the pile-up interaction multiplicity. In526

contrast, the o�ine vertex algorithm also runs once per event for the b-jet vertexing, but in addition is527

executed once per RoI for the other signatures. The execution time shows a small dependence on the528

interaction multiplicity, and consists mostly of the time taken by the single execution in the b-jet vertex529

tracking.530

Overall the total time spent in all the tracking related algorithms discussed here is approximately 290 ms531

per event at high pile-up multiplicities, reducing to a little more than 90 ms for the lower multiplicities.532

11th October 2020 – 19:52 24

The mean execution time for the inner detector trigger track finding algorithms, which are run after the data preparation 
stage, as a function of the mean pile-up interaction multiplicity, <μ>, throughout a physics run, taken during September 
2018 with a proton-proton centre of mass energy of 13 TeV. Shown are the execution times for both the fast, and the 
precision tracking. The inner detector trigger operates by first running a fast track finder algorithm which performs pattern 
recognition using the hit information from the ATLAS silicon detector and then runs a fast track fit. Following this, these 
tracks are passed to the precision tracking which runs the offline ambiguity solving algorithm and refits the tracks using 
the offline track finder after extending the tracks into the ATLAS transition radiation tracker.  The processing times are the 
mean over all events in the sample for each pile-up multiplicity, of the total time spent in the algorithm from all triggers and 
in all signatures, and so represents the complete time spent in the fast track finder and the precision tracking in an event.

ATLAS Trigger Operation                     
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HLT sequences

Trigger signature reconstruction is formed in several steps to
achieve early rejection and meet HLT rate and processing time
constraints

Two types of algorithms:

Feature Extraction: builds objects (tracks, clusters, ...)
Hypothesis: apply selection cuts (pT, invariant mass, ...)

Typical HLT chain:

1 Fast reconstruction:

• Access to RoIs or full detector (e.g. jets, MET)
• Often trigger-specific algorithms

2 Precision reconstruction:

• Full detector information available
• Sophisticated offline-like algorithms
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The collection of all triggers.
∼ 500 L1 triggers  and ∼ 1500 HLT triggers.
15% devoted to efficiency and performance 
measurements, background estimate 
and monitoring.
Design :
• balance between selection of 
different objects.
• triggers must be used by analysers,
allocate reasonable rate and bandwidth 
based on number of clients
• design for different beam conditions.
• Balance of inclusive (majority) and 
exclusive triggers.

Design goal : 
maximize coverage of ATLAS physics 
within the constraint
of detectors and trigger system.

Large majority
is RoI-based

triggers

To a varying
degree, they
scan full event

Example of
Trigger chain

S. Xella - Trigger and data taking in Run2 and prospects for 
ATLAS - 55th Rencontres de Moriond EW

9
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Machine learning at HLT

Electron triggers:

Neural-network based Ringer algorithm used by default

for electron triggers with ET > 15 GeV since 2017

Fast decision and more discrimination power than

simple linear cuts

Tau triggers:

The algorithm to identify the visible decay products of

hadronic tau decays (τhad-vis) based on recurrent neural

networks (RNN)

RNN employing information from reconstructed tracks

and clusters as well as high-level discriminants

b-jet triggers:

BDT based algorithm to separate b-jets from light and

c-jet backgrounds, training performed with MC tt̄

Move to DL1r in Run 3

8
The ingredients: Flavour Tagging

• Using the same algorithms that are used at offline level, as part of a campaign for 
coordinating and synchronising the two environments.

• In Run 1 online-specific taggers were used, in Run 2 trigger moved to MV2
• Taggers overview

• Lot of different low-level taggers to be used that exploit different observables of the b-
hadrons decays

• Wide variety of high-level taggers

MV2 / DL1r
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ATLAS Trigger strategy and content of menus

Trigger strategy driven by the physics priorities of the experiment

During LS1, the trigger menu for Run-2 was widely discussed in the collaboration
and defined after collecting the necessary feedback from the different groups

Trigger menu considerations:

Fit within hardware, rate and CPU constraints

Trigger algorithms/selections close to offline reconstruction to maximize efficiency

Keep menus as inclusive as possible

Access corners of the phase space

Keep some margin for new ideas

Trigger menu evolution carefully designed to maximize the physics output
considering different benchmark scenarios (0.5e34, 1e34, 1.5e34, 2e34):
higher thresholds and tighter identifications progressively applied

General reluctance to change thresholds during the year

During Run-2, menu reviewed every year, incorporating signature deliverables,
improvements and brand new triggers

During physics production years, data taking stability becomes the
dominating criteria, ensure the continuity of the main triggers to minimize
disruption of physics analyses

Similarly in LS2 for Run 3 data taking
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ATLAS Trigger Menu in Run-2

Trigger Menu: collection of triggers and
corresponding prescales

Prescales are used to reduce the rate,
prescale of N (e.g. N=100): only accept 1
out of N events

2015 Menu: ATL-DAQ-PUB-2016-001

2016 Menu: ATL-DAQ-PUB-2017-001

2017 Menu: ATL-DAQ-PUB-2018-002

2018 Menu: ATL-DAQ-PUB-2019-001

Standard high-µ pp menu in 2018 HI menu in 2018
Trigger Typical offline selection

Trigger Selection L1 Peak HLT Peak

L1 [GeV] HLT [GeV] Rate [kHz] Rate [Hz]
L=2.0×1034 cm−2s−1

Single leptons

Single isolated µ, pT > 27 GeV 20 26 (i) 16 218
Single isolated tight e, pT > 27 GeV 22 (i) 26 (i) 31 195
Single µ, pT > 52 GeV 20 50 16 70
Single e, pT > 61 GeV 22 (i) 60 28 20
Single τ, pT > 170 GeV 100 160 1.4 42

Two leptons

Two µ, each pT > 15 GeV 2 × 10 2 × 14 2.2 30
Two µ, pT > 23, 9 GeV 20 22, 8 16 47
Two very loose e, each pT > 18 GeV 2 × 15 (i) 2 × 17 2.0 13
One e & one µ, pT > 8, 25 GeV 20 (µ) 7, 24 16 6
One loose e & one µ, pT > 18, 15 GeV 15, 10 17, 14 2.6 5
One e & one µ, pT > 27, 9 GeV 22 (e, i) 26, 8 21 4
Two τ, pT > 40, 30 GeV 20 (i), 12 (i) (+jets, topo) 35, 25 5.7 93
One τ & one isolated µ, pT > 30, 15 GeV 12 (i), 10 (+jets) 25, 14 (i) 2.4 17
One τ & one isolated e, pT > 30, 18 GeV 12 (i), 15 (i) (+jets) 25, 17 (i) 4.6 19

Three leptons

Three very loose e, pT > 25, 13, 13 GeV 20, 2 × 10 24, 2 × 12 1.6 0.1
Three µ, each pT > 7 GeV 3 × 6 3 × 6 0.2 7
Three µ, pT > 21, 2 × 5 GeV 20 20, 2 × 4 16 9
Two µ & one loose e, pT > 2 × 11, 13 GeV 2 × 10 (µ) 2 × 10, 12 2.2 0.5
Two loose e & one µ, pT > 2 × 13, 11 GeV 2 × 8, 10 2 × 12, 10 2.3 0.1

Signle photon One loose γ, pT > 145 GeV 24 (i) 140 24 47

Two photons
Two loose γ, each pT > 55 GeV 2 × 20 2 × 50 3.0 7
Two γ, pT > 40, 30 GeV 2 × 20 35, 25 3.0 21
Two isolated tight γ, each pT > 25 GeV 2 × 15 (i) 2 × 20 (i) 2.0 15

Single jet
Jet (R = 0.4), pT > 435 GeV 100 420 3.7 35
Jet (R = 1.0), pT > 480 GeV 111 (topo: R = 1.0) 460 2.6 42
Jet (R = 1.0), pT > 450 GeV, mjet > 45 GeV 111 (topo: R = 1.0) 420, mjet > 35 2.6 36

b−jets

One b (ε = 60%), pT > 285 GeV 100 275 3.6 15
Two b (ε = 60%), pT > 185, 70 GeV 100 175, 60 3.6 11
One b (ε = 40%) & three jets, each pT > 85 GeV 4 × 15 4 × 75 1.5 14
Two b (ε = 70%) & one jet, pT > 65, 65, 160 GeV 2 × 30, 85 2 × 55, 150 1.3 17
Two b (ε = 60%) & two jets, each pT > 65 GeV 4 × 15, |η | < 2.5 4 × 55 3.2 15

Multijets

Four jets, each pT > 125 GeV 3 × 50 4 × 115 0.5 16
Five jets, each pT > 95 GeV 4 × 15 5 × 85 4.8 10
Six jets, each pT > 80 GeV 4 × 15 6 × 70 4.8 4
Six jets, each pT > 60 GeV, |η | < 2.0 4 × 15 6 × 55, |η | < 2.4 4.8 15

Emiss
T Emiss

T > 200 GeV 50 110 5.1 94

B-physics

Two µ, pT > 11, 6 GeV, 0.1 < m(µ, µ) < 14 GeV 11, 6 11, 6 (di-µ) 2.9 55
Two µ, pT > 6, 6 GeV, 2.5 < m(µ, µ) < 4.0 GeV 2 × 6 (J/ψ, topo) 2 × 6 (J/ψ) 1.4 55
Two µ, pT > 6, 6 GeV, 4.7 < m(µ, µ) < 5.9 GeV 2 × 6 (B, topo) 2 × 6 (B) 1.4 6
Two µ, pT > 6, 6 GeV, 7 < m(µ, µ) < 12 GeV 2 × 6 (Υ, topo) 2 × 6 (Υ) 1.2 12

Main Rate 86 1750
B-physics and Light States Rate 200

Trigger Signature
Trigger Selection L1 HLT L1 HLT

L1 [GeV] HLT [GeV] Rate [kHz] Rate [Hz] Rate [kHz] Rate [Hz]
L=5.0×1027 cm−2s−1 L=2.0×1027 cm−2s−1

Leptons

Single µ 6 8 0.47 54 0.21 23
Two µ 2 × 4 2 × 3 0.16 38 0.071 15
Two µ† 4 2 × 4 1.5 28 0. 93 15
Single e (lhloose) 12 15 2.5 11 0.97 4.4
Single e (loose) 16 20 0.93 35 0.36 14
Two e (loose) 2 × 16 2 × 20 0.29 0.2 0.11 0.13

Photons Single γ 12 20 2.5 61 0.97 25

Jets

Single jet (R = 0.4) 30 85 17.1 120 6.6 47
Single jet (R = 0.4)† 12 60 0.24 13 1.3 69
Single jet (R = 1.0) 50 180 14.4 66 5.6 26

Single jet
(R = 0.4, |η | > 3.2 ) 15 55 12.5 25 9.7 19

b-jets

Jet (R = 0.4) & µ 4 (µ), 15 (jet) 4 (µ), 60 (jet) 1.8 7 0.7 3
Jet (R = 0.4) & µ† 4 (µ) 4 (µ), 50 (jet) - - 0.93 6
Jet (R = 0.3) & µ† 4 (µ) 4 (µ), 40 (jet) - - 0.93 6
Jet (R = 0.2) & µ† 4 (µ) 4 (µ), 30 (jet) - - 0.93 6

MB
Very peripheral coll. TE < 50, ZDC A & C 1 (#tracks) 1.4 95 1.2 261
Peripheral coll.† 50 < TE < 600 none 0.034 34 0.12 116
Central coll.† TE > 600 none 0.029 29 1.2 120

MB PEB
Very peripheral coll. TE < 50, ZDC A & C 1 (#tracks) 5.4 786 9.6 2048
Peripheral coll.† 50 < TE < 600 none 0.3 298 0.9 920
Central coll.† TE > 600 none 0.8 822 0.23 2251

Global Ultra central coll. 12000 < TE 4450 (ΣEFCal
T ) 2.3 81 0.89 32

Event shape† 600 < TE top 0.1% v2 in A/C side - - 1.2 0.6
Event shape† 600 < TE top 0.1% v3 in A/C side - - 1.3 0.6

UPC

γ + γ → γ + γ 4 < TE < 200 & 1 (γ) FgapAC & < 15 (PH) 7.7 34 3.1 34
γ + γ → γ + γ TE < 50 & 2 × 1 (γ) FgapAC & < 15 (PH) 1.8 3 0.66 2.7
γ + γ → µ + µ TE < 50 & 4 (µ) 4 (µ) 0.27 5 0.19 2.1

γ + γ(A)→ HF TE< 200 & 4 (µ)
& (!ZDC A or !ZDC C) 4 (µ) 0.25 1.5 0.19 0.6

γ + γ → e + e TE < 200 & 7 (e) 12 (e) 0.09 1 0.03 0.5
γ + γ → γ + jet TE < 200 & 7 (γ) 12 (γ) 0.09 6 0.03 2.4

γ + A→ jets
5 < TE < 200

& ((ZDC A & !ZDC C)
or (ZDC C & !ZDC A))

20 (jet) 0.93 69 0.40 24

γ + γ → jets 4 < TE < 200
& (!ZDC A & !ZDC C) 15 (jet, R = 0.4) 0.65 22 0.74 11

γ + γ → jets 4 < TE < 200
& (!ZDC A & !ZDC C) 15 (jet, R = 1.0) 0.65 36 0.74 20

high multiplicity 4 < TE < 200
& ZDC A & !ZDC C FgapC & 35 (#tracks) 0.48 2.4 0.20 0.7

high multiplicity 4 < TE < 200
& ZDC C & !ZDC A FgapA & 35 (#tracks) 0.47 2.4 0.20 0.9

γ + A→ X†
TE< 200

& ((ZDC A & !ZDC C)
or (ZDC C & !ZDC A))

1 (#tracks) 0.56 15 0.50 12

γ + A→ VM† TE < 20 1-15 (#tracks) - - 16.5 60
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ATLAS Trigger Menu

ATLAS Trigger Menu in Run 2:

L1 menu constrained to a maximum of 512 L1 items
• Maximum L1 output rate of 100 kHz

HLT menu consists of O(1500) HLT chains, out of which 300 primaries
• Average HLT output rate of 1000 kHz (1500 kHz at peak luminosity)

Average HLT output rate depends on the fill pattern and is limited by storage
capacity:

In Run 2, HLT average rate ∼ 2/3 HLT peak rate
In Run 3, luminosity levelling expected for a long fraction of the run:
• HLT average rate becoming closer to HLT peak rate
• Need alternative strategy for end-of-fill triggers (B-physics)

2×1034

timetime

2×1034 Run 2
Run 3
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ATLAS Trigger categories

Primary triggers: used for physics analyses, typically running unprescaled

Support triggers: used for bkg estimation and performance measurements

End-of-fill triggers: used typically for B-physics, TLA, where can be activated at
lower instantaneous luminosities where there is bandwidth available

Alternative triggers: used for alternative online reconstruction algorithms

Backup triggers: used to reduce the rate applying tighter selections

Calibration triggers: used for detector calibrations
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Trigger Chains

• Not all trigger chains need to run at full rate  
- Rate might be just too high 
- Often just a subsample is enough 
- Can add triggers when luminosity drops to make 

optimal use of resources  

• Prescales are used to reduce rate  
- Prescale of N (e.g. N=10): Only accept 1 out of N 

events

• Trigger chains are classified into  
- Primary/physics chains: chains for physics signals in general (unprescaled)  
- Backup chains: higher thresholds and/or tighter selections (e.g. in case of unexpected luminosity 

increase) 
- Supporting & background chains: to collect data for auxiliary measurements in physics analyses 

(e.g. data-driven background extraction, measuring trigger efficiencies), usually prescaled 
- Alternative triggers: using different selection algorithms 
- Monitoring and calibration chains: to monitor the data quality (e.g. to check the performance of 

tracking by the inner detectors) & calibration purposes for detectors
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Trigger menu design

Chains require either full event building or partial event building (PEB) with

only subdetector information for recording into data streams

Rate assignment rule of thumb:

Generic triggers serving multiple analyses are allowed to have a
significant fraction of the rate: O(10 Hz)
Specific triggers targeting individual analysis: O(1 Hz) or higher rate
accommodated at the end of fill
Support triggers get O(0.5 Hz) and represent 15% of the HLT bandwidth
at peak lumi

Triggers are accommodated to the menu with target rates achieved tightening

selection requirements, applying isolation criteria, raising thresholds, or

combining different objects
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ATLAS Trigger Menu strategy

Lowest unprescaled single lepton triggers:

Most expensive triggers in terms of rates, O(200 Hz) each at peak lumi 2e34,
due to the large number of clients

Using tight identification requirements and track-based isolation criteria at HLT

Trigger Typical o�ine selection
Trigger Selection L1 Peak HLT Peak

L1 [GeV] HLT [GeV] Rate [kHz] Rate [Hz]
L=2.0⇥1034 cm�2s�1

Single leptons

Single isolated µ, pT > 27 GeV 20 26 (i) 16 218
Single isolated tight e, pT > 27 GeV 22 (i) 26 (i) 31 195
Single µ, pT > 52 GeV 20 50 16 70
Single e, pT > 61 GeV 22 (i) 60 28 20
Single ⌧, pT > 170 GeV 100 160 1.4 42

Two leptons

Two µ, each pT > 15 GeV 2 ⇥ 10 2 ⇥ 14 2.2 30
Two µ, pT > 23, 9 GeV 20 22, 8 16 47
Two very loose e, each pT > 18 GeV 2 ⇥ 15 (i) 2 ⇥ 17 2.0 13
One e & one µ, pT > 8, 25 GeV 20 (µ) 7, 24 16 6
One loose e & one µ, pT > 18, 15 GeV 15, 10 17, 14 2.6 5
One e & one µ, pT > 27, 9 GeV 22 (e, i) 26, 8 21 4
Two ⌧, pT > 40, 30 GeV 20 (i), 12 (i) (+jets, topo) 35, 25 5.7 93
One ⌧ & one isolated µ, pT > 30, 15 GeV 12 (i), 10 (+jets) 25, 14 (i) 2.4 17
One ⌧ & one isolated e, pT > 30, 18 GeV 12 (i), 15 (i) (+jets) 25, 17 (i) 4.6 19

Three leptons

Three very loose e, pT > 25, 13, 13 GeV 20, 2 ⇥ 10 24, 2 ⇥ 12 1.6 0.1
Three µ, each pT > 7 GeV 3 ⇥ 6 3 ⇥ 6 0.2 7
Three µ, pT > 21, 2 ⇥ 5 GeV 20 20, 2 ⇥ 4 16 9
Two µ & one loose e, pT > 2 ⇥ 11, 13 GeV 2 ⇥ 10 (µ) 2 ⇥ 10, 12 2.2 0.5
Two loose e & one µ, pT > 2 ⇥ 13, 11 GeV 2 ⇥ 8, 10 2 ⇥ 12, 10 2.3 0.1

Signle photon One loose �, pT > 145 GeV 24 (i) 140 24 47

Two photons
Two loose �, each pT > 55 GeV 2 ⇥ 20 2 ⇥ 50 3.0 7
Two �, pT > 40, 30 GeV 2 ⇥ 20 35, 25 3.0 21
Two isolated tight �, each pT > 25 GeV 2 ⇥ 15 (i) 2 ⇥ 20 (i) 2.0 15

Single jet
Jet (R = 0.4), pT > 435 GeV 100 420 3.7 35
Jet (R = 1.0), pT > 480 GeV 111 (topo: R = 1.0) 460 2.6 42
Jet (R = 1.0), pT > 450 GeV, mjet > 45 GeV 111 (topo: R = 1.0) 420, mjet > 35 2.6 36

b�jets

One b (✏ = 60%), pT > 285 GeV 100 275 3.6 15
Two b (✏ = 60%), pT > 185, 70 GeV 100 175, 60 3.6 11
One b (✏ = 40%) & three jets, each pT > 85 GeV 4 ⇥ 15 4 ⇥ 75 1.5 14
Two b (✏ = 70%) & one jet, pT > 65, 65, 160 GeV 2 ⇥ 30, 85 2 ⇥ 55, 150 1.3 17
Two b (✏ = 60%) & two jets, each pT > 65 GeV 4 ⇥ 15, |⌘ | < 2.5 4 ⇥ 55 3.2 15

Multijets

Four jets, each pT > 125 GeV 3 ⇥ 50 4 ⇥ 115 0.5 16
Five jets, each pT > 95 GeV 4 ⇥ 15 5 ⇥ 85 4.8 10
Six jets, each pT > 80 GeV 4 ⇥ 15 6 ⇥ 70 4.8 4
Six jets, each pT > 60 GeV, |⌘ | < 2.0 4 ⇥ 15 6 ⇥ 55, |⌘ | < 2.4 4.8 15

Emiss
T Emiss

T > 200 GeV 50 110 5.1 94

B-physics

Two µ, pT > 11, 6 GeV, 0.1 < m(µ, µ) < 14 GeV 11, 6 11, 6 (di-µ) 2.9 55
Two µ, pT > 6, 6 GeV, 2.5 < m(µ, µ) < 4.0 GeV 2 ⇥ 6 (J/ , topo) 2 ⇥ 6 (J/ ) 1.4 55
Two µ, pT > 6, 6 GeV, 4.7 < m(µ, µ) < 5.9 GeV 2 ⇥ 6 (B, topo) 2 ⇥ 6 (B) 1.4 6
Two µ, pT > 6, 6 GeV, 7 < m(µ, µ) < 12 GeV 2 ⇥ 6 (⌥, topo) 2 ⇥ 6 (⌥) 1.2 12

Main Rate 86 1750
B-physics and Light States Rate 200

Single electron trigger 26 GeV Single muon trigger 26 GeV
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ATLAS Trigger Menu strategy

Aiming for a trigger menu as inclusive as possible, with generic triggers and
specific triggers targeting a large variety of final states!
Physics use cases:

Electron: Generic analyses (W , Z , dibosons, tt̄, etc.)

Muon: Generic analyses (W , Z , dibosons, tt̄, etc.)

Jet: jet production, dijet resonances searches, etc.

b-jet: H → bb̄, tt̄, etc.

Missing ET (MET): SUSY searches, etc.

Tau: H → ττ, searches, etc.

Photon: H → γγ, γ production, etc.

B-physics and Light States: J/ψ, Υ, etc.
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Trigger rates and bandwidth allocation

Different streams defined such as:

Express: stream for fast offline monitoring and detector calibration (few Hz)

Main Physics: including majority of the events using full event building

B-physics and Light States (LS): fraction of the data acquired and parked
(delayed stream)

Trigger Level Analysis (TLA): circumvent the bandwidth limitation using PEB
(< 5% standard event size recorded) for instance for di-jet resonance searches

Expect more felxibility to accomodate high-rate triggers in dedicated delayed streams

for Run-3
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Trigger rates and bandwidth allocation

Different streams defined such as:

Express: stream for fast offline monitoring and detector calibration (few Hz)

Main Physics: including majority of the events using full event building

B-physics and Light States (LS): fraction of the data acquired and parked
(delayed stream)

Trigger Level Analysis (TLA): circumvent the bandwidth limitation using PEB
(< 5% standard event size recorded) for instance for di-jet resonance searches

Expect more felxibility to accomodate high-rate triggers in dedicated delayed streams

for Run-3
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Trigger Level Analysis (TLA)

Novel idea to circumvent the bandwidth
limitation using partial event building
(< 5% standard event size recorded)

Prescale factors normally applied to the HLT
jet triggers in the standard stream

Large gain in statistics for the data scouting
stream for pT < 400 GeV

Important for low mass dijet searches→
Increase sensitivity
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Summary

ATLAS TDAQ system very successfully and efficiently recording data in Run 1

and Run 2, under tight constraints and challenging conditions

TDAQ hardware upgrades and software improvements needed to keep excellent

performance for physics in terms of acceptance and efficiency

Run 3 improvements: new L1 hardware and improved HLT algorithms

Upgraded L1Calo and L1Muon system The Run 3 trigger system will
exploit all of the capabilities that the new hardware components will bring.
Better harmonization with respect to offline reconstruction with AthenaMT

Flexible trigger menu to select the data used in a wide range of physics analyses

Make best possible use of the available bandwidth for physics: more
precise measurements, extend phase space for new physics searches

Run-3 trigger priorities will be twofold in the coming months:

Define a robust commissioning strategy for the brand-new systems
Support physics from day 1
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